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Messages to bring back home:

➣ we are able to predict very accurately N-pt 
statistics in the non-linear regime using Count-In-Cells 
statistics : low-redshift observables have analytical and 
cosmology-dependent predictions e.g 1% on P(ρ) @ z=0.7

➣ at tree order, everything is encoded in the dynamics of 
the spherical collapse 

➣ we are able to do the theory of the slope of                 
the density field:                           
Cosmic scatter is reduced in low-density regions motivating 
the study of void profiles.

R1

R2
⇢2

⇢1

s = R1
⇢2 � ⇢1
R2 �R1

Saturday, 7December, 13



Sandrine Codis, IAP

Introduction :
Basics of perturbation 
theory
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The Vlasov-Poisson equations (collision-less Boltzmann 
equation) - f(x,p) is the phase space density distribution 
- are fully nonlinear.

df

dt
=

⇥

⇥t
f(x,p, t) +

p
ma2

⇥

⇥x
f(x,p, t)�m

⇥

⇥x
⇥(x)

⇥

⇥p
f(x,p, t) = 0

�⇥(x) =
4�Gm

a

�⇤
f(x,p, t)d3p� n̄

⇥

Peebles 1980; Fry 1984;
Bernardeau, Colombi, Gaztañaga, 
Scoccimarro, 2002

The rules of the game: 
➣ single flow equations

X

@

@t
�(x, t) +

1

a
[(1 + �(x, t))ui(x, t)],i = 0

@

@t
ui(x, t) +

ȧ

a
ui(x, t) +

1

a
uj(x, t)ui,j(x, t) = �1

a
�,i(x, t) + . . .

�,ii(x, t)� 4⇡G⇢ a2 �(x, t) = 0

 ➣ it is possible to analytically expand the cosmic fields with respect to initial 
density fields

�(x, t) = �(1)(x, t) + �(2)(x, t) + . . .

A self-gravitating expanding dust fluid

Saturday, 7December, 13



Sandrine Codis, IAP

Example of contribution to the 3 and 5-point 
correlation functions at tree order

it has a non-trivial dependence 
on the wave vectors through the 
functions F3 and F2

Sandrine Codis, IAP
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Tree order
LO

1-loop
NLO

2-loops
NNLO

2.5 
loops

3-loops ...p-loops

2-point 
statistics

OK OK OK EFT
partial exact 

results
partial resum

3-point 
statistics

OK OK (but not 
systematics)

partial 
resummations

4-point 
statistics

OK
to be done... 

(cosmic 
variance)

N-point 
statistics

OK, in specific 
geometries 

(counts in cells)

Charting PT
number of loops in standard PT for Gaussian 

Initial Conditions

O
rd

er
 o

f o
bs

er
va

bl
e 

in
 fi

el
d 

ex
pa

ns
io

n

Saturday, 7December, 13



Sandrine Codis, IAP

Tree order
LO

1-loop
NLO

2-loops
NNLO

2.5 
loops

3-loops ...p-loops

2-point 
statistics

OK OK OK EFT
partial exact 

results
partial resum

3-point 
statistics

OK OK (but not 
systematics)

partial 
resummations

4-point 
statistics

OK
to be done... 

(cosmic 
variance)

N-point 
statistics

OK, in specific 
geometries 

(counts in cells)

Charting PT
number of loops in standard PT for Gaussian 

Initial Conditions

O
rd

er
 o

f o
bs

er
va

bl
e 

in
 fi

el
d 

ex
pa

ns
io

n

The trick of the spherical collapse leads 
to analytic predictions in the non-linear 

regime @ few percent level 
until                !!

breaks down for smaller 

�2 ⇠ 0.7

�2

Saturday, 7December, 13



Sandrine Codis, IAP

Density PDFs in 
concentric cells

description of full joint PDF densities in 
concentric cells:
P (⇢(R1), ⇢(R2)) d⇢(R1) d⇢(R2)

Sandrine Codis, IAP

R1
R2⇢2

⇢1

⇢1 ⇢2
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The spherical collapse: the solution 
for specific initial conditions

in 3D where J
3/2

is the Bessel function of the first kind of index 3/2. The calculation14 of (160)
makes indeed intervene only the second moment and its variation with the smoothing scale so
that Bernardeau (1994a),

h�3

R

i
c

h�2

R

i2 = 3⌫
2

+
d log �2

R

d log R
(162)

where ⌫
2

is directly related to F
2

as its angular average,

⌫
2

=

Z
1

�1

dµ F
2

(k
1

,k
2

) (163)

(µ is the cos of the angle between k
1

and k
2

). For an Einstein-de Sitter universe we have
3⌫

2

= 34/7. Such relation between the spherical collapse dynamics and tree-order cumulant can
actually be generalized to all orders. This is this connexion that we will try to unveil in the
rest of this section. First we need to explore a bit more the specificities of the spherical collapse
solutions.

11.2 The spherical collapse
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Figure 20: Example of evolution of a density profile with the spherical collapse. In blue we
give the linearly evolved profile (linear growing mode)), in red its nonlinear evolution. Given a
density contrast within a radius in the growing mode linear regime ⌧(< r) the subsequent shell
size and density it compasses are entirely determined by the spherical evolution. Example of
such evolutions are given by the blue and red circles.

The spherical collapse does not only give the time within which a spherically symmetric
perturbation collapses, it gives the explicit and exact solution of the nonlinear evolution of the
density field before shell crossing for a wide class of initial fields, those with initial spherical
perturbations. Moreover, the Gauss theorem ensures that the radius evolution of a shell in such
a geometry is entirely determined by the total mass it contains. So let us consider a density
contrast ⌧(< r) within the radius r. Let us call R(⌘) the radius of that same shell during its
nonlinear evolution and ⇢(< R, ⌘) the total density it contains. At an arbitrarily early time
the amount of matter encompassed within such a radius is simply 4⇡/3r3⇢(⌘

0

) and by matter
conservation we have

⇢(< R, ⌘)R3(⌘) = ⇢(⌘0)r3. (164)

14It is based on the exploitation of summation theorem enjoyed by the Bessel functions, relation 8.530 of
Gradshteyn and Ryzhik (1965).

40

The exact non-linear 
mapping for spherically 
symmetric initial field
(for growing mode 

setting)

The radius 
evolution

The time evolution of R can be solved in principle. It obeys the equation of motion

d2R

dt2
= �GM(< R)

R2

(165)

which is nothing but the Friedman equation but for slightly di↵erent initial conditions. Matching
the time variables in the two cases leads to an explicit form of the spherical collapse that relates
the time dependent nonlinear density to the initial linear one when the latter is taken in the
linear growing mode (otherwise one would need two initial conditions). For an Einstein de
Sitter background this equation is actually independent on time once the initial density contrast
is expressed in terms of its linear evolution. Its explicit form depends on whether the initial
perturbation, evolved linearly, ⌧ is negative or positive. In the former case, we have,

⇢(⌧) =
9

2

(sinh ✓ � ✓)2

(cosh ✓ � 1)3
, ⌧ = �3

5


3

4
(sinh ✓ � ✓)

�
2/3

(166)

and in the latter case,

⇢(⌧) =
9

2

(✓ � sin ✓)2

(1 � cos ✓)3
, ⌧ =

3

5


3

4
(✓ � sin ✓)

�
2/3

. (167)

Another interesting peculiar case corresponds to the regime where the universe is almost empty
(⌦

m

! 0 with ⌦
⇤

= 0) for which the spherical collapse solution takes a surprisingly simple form,

⇢(⌧) =
1

(1 � 2⌧/3)3/2

. (168)

In the following we denote ⇣(⌧) the functional form that relates the linear density contrast to
the nonlinear density. It formally can expanded in,

⇣(⌧) =
X

p

⌫
p

⌧p

p!
. (169)

The a priori time dependent ⌫
p

parameters encode all the spherical collapse dynamics. And
for the very same reason the kernels F

n

and G
n

are almost independent on the background
evolution, the function ⇢, expressed as a function of the initial linear density contrast, is very
weakly dependent on the cosmological parameters. The form (168) first proposed in Bernardeau
(1992), is actually very accurate in practice15.

What it implies is that for any initial spherical profile, that can always be characterized by
the function ⌧(< r, ⌘

0

), the profile at time ⌘ is given by

⇢(< R, ⌘) = ⇣[e⌘�⌘0 ⌧(< r)], with ⇢(< R, ⌘) R3 = ⇢(⌘
0

) r3. (170)

Such a mapping is illustrated on Fig. 20.
The explicit (or implicit) use of the spherical collapse solution is very common is cosmology

and to a large extent to predict, at least roughly, the number density of formed halos and their
correlation properties. There are many developments about this idea in textbooks (see also the
review paper of Cooray and Sheth 2002) but the purpose of these notes is not to cover this field.

The spherical collapse solution can also be related to the full ensemble of the density cumu-
lants. In the following we will make full use of the fact that this mapping provides an explicit
non linear solution of the density field for spherically symmetric initial conditions.

15Although it predicts a critical value for the density contrast, 1.5, which is slightly below the value for an
Einstein-de Sitter background, 1.69.

41

For spherical symmetry perturbations there exists a function ζ that gives 
the density at time η knowing the density ρ0 within the same Lagrangian 
radius at time η0, ⇣⇢(⌘, ⇢0, ⌘0)

R2 (ρ2)1/3 

R1 (ρ1)1/3 

cosmology-dependent!
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The mathematical part, construction of 
the whole cumulant generating function

It is given by the following relation 
(multi-dimensional Laplace 
transform of joint-PDFs) :

Formal solution :

Cosmological density profiles from perturbation theory

calculations

20 avril 2013

1 Introduction

It is time to revisit count in cells statistics...

2 The general theory

Let us define a finite number of concentric cells of radius Ri and their densities, ⇢i. They form a priori
a set of correlated random variables. One can define the generating function of their cumulants as

'({�i}) =
1X

pi=0

h⇧i⇢
pi
i ic

⇧i�
pi
i

⇧ipi
. (1)

Such a function is a function of �i. Note that it is by itself an observable as it can be computed from the
joint PDF,

exp ['({�i})] = hexp(�i⇢i)i (2)

from the moment generating function. One expects however such a function to be defined for limited
range of values of �i as such ensemble average are not defined if |�i| is too large. We will see that this
analytical properties will play a crucial role in the following.

This generating function can be computed at tree order in perturbation theory, that is when each of
the coe�cient h⇧i⇢

pi
i ic is computed at leading order assuming Gaussian initial conditions. As recalled in

the introduction, this can be entirely related to the spherical collapse dynamics.
The formal solution of this question is give by,

exp ['({�i})] =
Z

D [⌧(~x)]P [⌧(~x)] exp(�i⇢i [⌧(~x)]) (3)

Let us denote ⇣(⌧i) the nonlinear transform of the density when ⌧i is the linear density profile. This
transform is a priori time dependent but its dependence on time is very small and in the following we
will neglect this dependence. We can define  (⇢i) as

 ({⇢i}) =
1

2

X

ij

⌅ij ⌧i⌧j (4)

where ⇣(⌧i) = ⇢i and ⌅ij is the inverse matrix of the cross-correlation of the density in cells of radius

Ri⇢
1/3
i ,

�

2(Ri⇢
1/3
i , Rj⇢

1/3
j ) ⌅jk = �ik. (5)

The coe�cient therefore depend on both the radii Ri and the density ⇢i. The cumulant generating function
is then given by the Legendre transform of  ,

'({�i}) =
X

i

�i⇢i � ({⇢i}) (6)

where ⇢i are determined by the stationarity conditions,

�i =
@ ({⇢i})

@⇢i
. (7)

This is this general expression that we will exploit in the following.

1

Principle of the calculations : in the small variance approximation one 
can look for the most probable configuration - for fixed ρi - and 

compute the resulting cumulant generating function using the 
steepest-descent method.

The (conjectured) solution for spherical cells : an initial 
spherical perturbation the profile of which can be 
computed from spherical collapse solution. 

from ideas in Bernardeau' 94 
see also Bernardeau & Valageas '00 
and fully developed in Valageas '02

⇢i = ⇣SC(⌧i)
one-to-one mapping

2

and the properties of the cumulant generating functions.
In that paper, the shape of the latter was just assumed
without direct connexion with the dynamical equations.
This connexion was established in [19] where it was shown
that the leading order generating function of the count-
in-cells probability distribution function could be derived
from the dynamical equations. More precise calculations
were developed in a systematic way in [20], that take into
account filtering e↵ects, as pioneered in [21, 22] where
the impact of a Gaussian window function or a top-hat
window function was taken into account. At the same
time, these predictions were confronted to simulations
and shown to be in excellent agreement with the numer-
ical results (see for instance [20, 23]). We will revisit
here the quality of these predictions with the help of
more accurate simulations. In parallel, it was shown that
the same formalism could address more varied situations:
large-scale biasing in [24], projection e↵ects in [25, 26].
A comprehensive presentation of these early works can
be found in [4].

Insights into the theoretical foundations of this ap-
proach were presented in [27] that allows to go beyond
the diagrammatic approach that was initially employed.
The key argument is that for densities in concentric cells,
the leading contributions in the implementation of the
steepest descent method to the integration over field con-
figurations should be configurations that are spherically

symmetric. One can then take advantage of Gauss’ the-
orem to map the final field configuration into the initial
one with a finite number of initial variables, on a cell-
by-cell basis. This is the strategy we adopt below. The
purpose of this work is first to re-derive the fundamen-
tal relation that was obtained by the above mentioned
authors, and to revisit the practical implementation of
these calculations alleviating some of the shortcuts that
were used in the literature.

Specifically, the first objective of this paper is to quan-
tity the sensitivity of the predictions for the one-cell PDF
for the density on the power spectrum shape, its index
and the scale-dependence of the latter (the so-called run-
ning parameter). The second objective is to show that
it is possible to use the two-cells formalism to derive the
statistical properties of the density profile, or the slope,
defined as the infinitesimal di↵erence of the density in two
concentric cells of (possibly infinitesimally) close radii.
In particular we show that for su�ciently steep power
spectra (index less than �1), it is possible to take the
limit of infinitely close top-hat radii and define the den-
sity slope at a given radius. We can then take advantage
of this machinery to derive low order cumulants of this
quantity as well as its complete PDF. Finally this inves-
tigation allows us to make a theoretical connexion with
recent e↵orts (see for instance [28–34]) in exploring the
low-density regions and their properties [49]. It is indeed
possible within this framework to derive the expected
density slope and its fluctuation given the (possibly low)
value of the local density. This opens a way to exploit
the properties of low-density regions: we will suggest that

the expected profile of low density regions is in fact a ro-
bust tool to use when matching theoretical predictions
to catalogues.

The outline of the paper is the following. In Section
II we present the general formalism of how the cumulant
generating functions are related to the spherical collapse
dynamics. In Section III, this relationship is applied
to derive the one-point density PDF; the sensitivity of
the predictions with scale and with the power spectrum
shape is also reviewed there. In section IV, we define the
density profile and the slope, and derive its statistical
properties. A summary and discussion on the scope of
these results is given in last section.

II. THE CUMULANT GENERATING
FUNCTION AT TREE ORDER

Let us first revisit the derivation of the tree-order cu-
mulant generating functions for densities computed in
concentric cells.

A. Definitions and connexions to spherical collapse

We consider a cosmological density field, ⇢(x), which is
statically isotropic and homogeneous. The average value
of ⇢(x) is set to unity. We then consider a random po-
sition x0 and n concentric cells of radius R

i

centered on
x0. The densities, ⇢

i

, obtained as the density within the
radius R

i

,

⇢
i

=
1

4⇡R3
i

/3

Z

|x�x0|<Ri

d3x ⇢(x), (1)

form a set of correlated random variables. For a non-
linearly evolved cosmic density field, they obey non-
Gaussian statistical properties. It is therefore natural
to define the generating function of their joint moments
as,

M({�
k

}) =
1
X

pi=0

h⇧
i

⇢pi
i

i⇧i

�pi
i

⇧
i

p
i

!
, (2)

which can be simply expressed as

M({�
k

}) = hexp(
X

i

�
i

⇢
i

)i. (3)

The generating function, M({�
k

}), is a function of the
n variables �

k

. A very general theorem (see for instance
[35, 36]) states that this generating function is closely
related to the joint cumulant generating function,

'({�
k

}) =
1
X

pi=0

h⇧
i

⇢pi
i

i
c

⇧
i

�pi
i

⇧
i

p
i

!
, (4)

via the relation

M({�
k

}) = exp ['({�
k

})] . (5)

exp ['({�k})] = M({�k}) =

D
exp(⌃

i
�i⇢i)

E

=

Z 1

0
⇧

i
d⇢iP ({⇢k}) exp

⇣
⌃

i
�i⇢i

⌘

known Gaussian pdf  involving the linear power spectrum

' �i h⇢ii + �i�j h⇢i⇢ji + . . .

R1

R2
⇢2

⇢1

initial density contrast

Saturday, 7December, 13



Sandrine Codis, IAP

Application 1: 1-cell PDF

The inverse Laplace transform,

and its running,

↵ =
d log(n(R))

d logR
(12)

at the considered scale. Such a form has been used for Fig. 1.
Fortunately, there exist analytical approximations that can be used and that are eventually much

easier to implement. On is based on the saddle point approximation which can be implemented as long
as '(�) is regular ; the other takes advantage of the singular behavior that '(�) exhibits on the real axis.

The saddle point approximation is obtained by assuming that � is small and taking advantage of a
formal inversion of the �� ⇢. The resulting expression for the density PDF is

P (⇢) =
1p
2⇡

s
@

2 (⇢)

@⇢

2
exp [� (⇢)] . (13)

It is valid as long as the expression that appears in the square root is positive. Otherwise, and that
happens for large values of the density, one should rely on an asymptotic form of the density PDF at
large ⇢. In the literature the asymptotic form has been derived at leading order only. Here we give the
formal expression of the next-to-leading and next-to-next-to-leading orders. These forms are related to
the behavior of the generating function close to its singular value corresponding to a double root of the
stationarity equation. Expanding around this point one gets,

'(�) = '

(c) +
⇣
�� �

(c)
⌘
⇢

(c) +
2

3

r
2

⇡3

⇣
�� �

(c)
⌘3/2

�
⇡4

�
�� �

(c)
�2

6⇡2
3

+

⇣
1
⇡3

⌘
7/2

�
5⇡2

4 � 3⇡3⇡5

� �
�� �

(c)
�5/2

45
p
2

�
�
40⇡3

4 � 45⇡3⇡5⇡4 + 9⇡2
3⇡6

� �
�� �

(c)
�3

810⇡5
3

+

⇣
1
⇡3

⌘
13/2

�
385⇡4

4 � 630⇡3⇡5⇡
2
4 + 168⇡2

3⇡6⇡4 + 3⇡2
3

�
35⇡2

5 � 8⇡3⇡7

�� �
�� �

(c)
�7/2

7560
p
2

+ . . . (14)

where ⇡i = @

i /@⇢i. Note that in practice ⇡3 is negative and that only the non regular parts appearing
in the expansion of exp('(�)) will contribute. The integration in the complex plane eventually gives 1,

P (⇢) ⇡ exp
⇣
'

(c) � �

(c)
⇢

⌘
0

@ 3=(a 3
2
)

4
p
⇡

�
⇢� ⇢

(c)
�5/2 +

15=(a 5
2
)

8
p
⇡

�
⇢� ⇢

(c)
�7/2 +

105
⇣
=(a 3

2
)a2 + =(a 7

2
)
⌘

16
p
⇡

�
⇢� ⇢

(c)
�9/2 + . . .

1

A

(15)

where aj are the coe�cient in front of
�
�� �

(c)
�j

in Eq. (14), e.g. a3/2 = 2/3
p

2/⇡3 and =() is the
imaginary part. An alternative form asymptotic form can be built that exhibits less pathologies. It is
such that it has the same asymptotic behavior at a given order in the large ⇢ limit. The following form,

P (⇢) =
3a 3

2

4
p
⇡

exp
⇣
'

(c) � �

(c)
⇢

⌘ 1

(⇢+ r1 + r2/⇢+ . . .)5/2
, (16)

where the ri parameters are adjusted to fit the results of the previous expansion, proved very robust. At
NLO and NNLO we have,

r1 = �
=(a 5

2
)

=(a 3
2
)
� ⇢

(c)
, (17)

r2 = �
7
⇣
2a2a23

2
+ 2a 7

2
a

3
2
� a

2
5
2

⌘

4a23
2

. (18)

These forms are shown on Fig. 1. Note that for the case explicitly shown, which corresponds to
� = .198 and a power law index of n = �1.472, the asymptotic forms (13) and (16) at NNLO are valid
within 2 % everywhere but for 1 < ⇢ < 4.5.

1. the derivation of the following form deserves probably more explanations. We just remind ourselves that the integration

is performed parallel to the real axis for � = �(c)
+ i✏+ �� and � = �(c) � i✏+ �� in Eq. (9).

3

and its running,

↵ =
d log(n(R))

d logR
(12)

at the considered scale. Such a form has been used for Fig. 1.
Fortunately, there exist analytical approximations that can be used and that are eventually much

easier to implement. On is based on the saddle point approximation which can be implemented as long
as '(�) is regular ; the other takes advantage of the singular behavior that '(�) exhibits on the real axis.

The saddle point approximation is obtained by assuming that � is small and taking advantage of a
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large ⇢. In the literature the asymptotic form has been derived at leading order only. Here we give the
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in the expansion of exp('(�)) will contribute. The integration in the complex plane eventually gives 1,
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where aj are the coe�cient in front of
�
�� �

(c)
�j

in Eq. (14), e.g. a3/2 = 2/3
p

2/⇡3 and =() is the
imaginary part. An alternative form asymptotic form can be built that exhibits less pathologies. It is
such that it has the same asymptotic behavior at a given order in the large ⇢ limit. The following form,

P (⇢) =
3a 3

2

4
p
⇡

exp
⇣
'

(c) � �

(c)
⇢

⌘ 1

(⇢+ r1 + r2/⇢+ . . .)5/2
, (16)

where the ri parameters are adjusted to fit the results of the previous expansion, proved very robust. At
NLO and NNLO we have,
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, (17)
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2
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These forms are shown on Fig. 1. Note that for the case explicitly shown, which corresponds to
� = .198 and a power law index of n = �1.472, the asymptotic forms (13) and (16) at NNLO are valid
within 2 % everywhere but for 1 < ⇢ < 4.5.

1. the derivation of the following form deserves probably more explanations. We just remind ourselves that the integration

is performed parallel to the real axis for � = �(c)
+ i✏+ �� and � = �(c) � i✏+ �� in Eq. (9).

3

requires integration into the complex plane.

low-density approximation large-density approximation

6

F. Recovering the PDF via inverse Laplace
transform

In the following we will exploit the expression for the
cumulant generating function to get the one-point and
joint density PDFs. To avoid confusion with the variables
⇢
i

that appear in the expression of  , we will use the
superscript ˆ to denote measurable densities, the PDF of
which we wish to compute.

In general, the joint density PDF, P = P(⇢̂1, . . . , ⇢̂n),
that gives the probability that the densities within a set
of n concentric cells of radii R1, . . . Rn

are ⇢̂1 . . . ⇢̂n within
d⇢̂1 . . . d⇢̂n is given by

P =

Z +i1

�i1

d�1

2⇡i
. . .

d�
n

2⇡i
exp(�

X

i

�
i

⇢̂
i

+ '({�
k

)}).

where the integration in �
i

should be performed in the
complex plane so as to maximize convergence. This equa-
tion defines the inverse Laplace transform of the cumu-
lant generating function [57]. In the one-cell case, we
simply have

P(⇢̂1) =

Z +i1

�i1

d�1

2⇡i
exp(��1⇢̂1 + '(�1)) , (39)

i.e. the PDF is the inverse Laplace transform of the one-
variable moment generating function. This inversion is
known to be tricky, and to our knowledge there are no
known general full proof methods. One practical di�-
culty is that it generically relies on the analytic contin-
uation of the predicted cumulant generating function in
the complex plane. It is therefore crucial to have a good
knowledge of the analytic properties of '(�), which is
typically di�cult since '(�) is defined itself as the Leg-
endre transform of  (⇢). Only a limited set of  (⇢) yield
analytical '(�), which in turn can be inverse-Laplace-
transformed.

III. THE ONE-POINT PDF

Up to this point, the whole construction presented in
the previous section would be a mere mathematical trick
to compute explicit cumulants for top-hat window func-
tions sparing the pain of lengthy integrations on wave
modes. In this paper, we furthermore aim to use the
cumulant generating function computed in the uniform
limit ⌃

ij

! 0 as an approximate form for the exact gen-
erating function when the ⌃

ij

are finite (but small). Note
that this is a non-trivial extension for which we have no
precise mathematical justifications. It assumes that the

global properties of '({�
k

}) – and in particular its ana-
lytical properties (which will be of crucial importance in
the following), should be meaningful for finite values of

�
k

, and not only in the vicinity of {�
k

= 0}. We now
conjecture without further proof that they correctly rep-
resent the cumulant generating function for finite values

of the variance.
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FIG. 1: A graphical representation of the 1D stationary con-
dition � =  0[⇢]. There is a maximum value for � that corre-
sponds to a critical value for ⇢, ⇢c, defined in Eq. (40).

A. General formulae and asymptotic forms

The implementation of the quadrature in Eq. (39) has
been attempted in various papers [19, 26, 39], relying on
di↵erent hypotheses for '(�) [58]. We show on Fig. 1
a graphical representation of the stationary equation for
a power law model with index n = �1.5. The implicit
equation,  0[⇢] = �, has always a solution in the vicinity
of ⇢ ⇡ 0. Expanding this equation around this point
naturally gives the low order cumulants at an arbitrary
order.

Fig. 1 shows graphically that there is maximum value
for �, �

c

, that can be reached, so that the Legendre
Transform of  is not defined for � > �

c

. It corresponds
to a value ⇢ = ⇢

c

. At this location we have

0 =  00[⇢
c

] , �
c

=  0[⇢
c

] . (40)

Note that at ⇢ = ⇢
c

,  is regular (in particular, the
corresponding singular behavior in '(�) is not related
any singularity of the spherical collapse dynamics). The
function '(�) can be expanded at this point. In short,
Eq. (24) can be inverted as a series near (⇢

c

,�
c

) (where
Eq. (40) holds), and integrated for '(�) using Eq. (28).
We give here a whole set of sub-leading terms that we
will take advantage of in the following,
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Application 1: 1-cell PDF

The inverse Laplace transform,

and its running,

↵ =
d log(n(R))

d logR
(12)

at the considered scale. Such a form has been used for Fig. 1.
Fortunately, there exist analytical approximations that can be used and that are eventually much

easier to implement. On is based on the saddle point approximation which can be implemented as long
as '(�) is regular ; the other takes advantage of the singular behavior that '(�) exhibits on the real axis.

The saddle point approximation is obtained by assuming that � is small and taking advantage of a
formal inversion of the �� ⇢. The resulting expression for the density PDF is

P (⇢) =
1p
2⇡

s
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2 (⇢)

@⇢

2
exp [� (⇢)] . (13)

It is valid as long as the expression that appears in the square root is positive. Otherwise, and that
happens for large values of the density, one should rely on an asymptotic form of the density PDF at
large ⇢. In the literature the asymptotic form has been derived at leading order only. Here we give the
formal expression of the next-to-leading and next-to-next-to-leading orders. These forms are related to
the behavior of the generating function close to its singular value corresponding to a double root of the
stationarity equation. Expanding around this point one gets,
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where ⇡i = @

i /@⇢i. Note that in practice ⇡3 is negative and that only the non regular parts appearing
in the expansion of exp('(�)) will contribute. The integration in the complex plane eventually gives 1,
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where aj are the coe�cient in front of
�
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(c)
�j

in Eq. (14), e.g. a3/2 = 2/3
p

2/⇡3 and =() is the
imaginary part. An alternative form asymptotic form can be built that exhibits less pathologies. It is
such that it has the same asymptotic behavior at a given order in the large ⇢ limit. The following form,

P (⇢) =
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where the ri parameters are adjusted to fit the results of the previous expansion, proved very robust. At
NLO and NNLO we have,
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These forms are shown on Fig. 1. Note that for the case explicitly shown, which corresponds to
� = .198 and a power law index of n = �1.472, the asymptotic forms (13) and (16) at NNLO are valid
within 2 % everywhere but for 1 < ⇢ < 4.5.

1. the derivation of the following form deserves probably more explanations. We just remind ourselves that the integration

is performed parallel to the real axis for � = �(c)
+ i✏+ �� and � = �(c) � i✏+ �� in Eq. (9).
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easier to implement. On is based on the saddle point approximation which can be implemented as long
as '(�) is regular ; the other takes advantage of the singular behavior that '(�) exhibits on the real axis.

The saddle point approximation is obtained by assuming that � is small and taking advantage of a
formal inversion of the �� ⇢. The resulting expression for the density PDF is

P (⇢) =
1p
2⇡

s
@

2 (⇢)

@⇢

2
exp [� (⇢)] . (13)

It is valid as long as the expression that appears in the square root is positive. Otherwise, and that
happens for large values of the density, one should rely on an asymptotic form of the density PDF at
large ⇢. In the literature the asymptotic form has been derived at leading order only. Here we give the
formal expression of the next-to-leading and next-to-next-to-leading orders. These forms are related to
the behavior of the generating function close to its singular value corresponding to a double root of the
stationarity equation. Expanding around this point one gets,
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where ⇡i = @

i /@⇢i. Note that in practice ⇡3 is negative and that only the non regular parts appearing
in the expansion of exp('(�)) will contribute. The integration in the complex plane eventually gives 1,
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where aj are the coe�cient in front of
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in Eq. (14), e.g. a3/2 = 2/3
p

2/⇡3 and =() is the
imaginary part. An alternative form asymptotic form can be built that exhibits less pathologies. It is
such that it has the same asymptotic behavior at a given order in the large ⇢ limit. The following form,
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where the ri parameters are adjusted to fit the results of the previous expansion, proved very robust. At
NLO and NNLO we have,
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These forms are shown on Fig. 1. Note that for the case explicitly shown, which corresponds to
� = .198 and a power law index of n = �1.472, the asymptotic forms (13) and (16) at NNLO are valid
within 2 % everywhere but for 1 < ⇢ < 4.5.

1. the derivation of the following form deserves probably more explanations. We just remind ourselves that the integration

is performed parallel to the real axis for � = �(c)
+ i✏+ �� and � = �(c) � i✏+ �� in Eq. (9).

3

requires integration into the complex plane.

low-density approximation large-density approximation

6

F. Recovering the PDF via inverse Laplace
transform

In the following we will exploit the expression for the
cumulant generating function to get the one-point and
joint density PDFs. To avoid confusion with the variables
⇢
i

that appear in the expression of  , we will use the
superscript ˆ to denote measurable densities, the PDF of
which we wish to compute.

In general, the joint density PDF, P = P(⇢̂1, . . . , ⇢̂n),
that gives the probability that the densities within a set
of n concentric cells of radii R1, . . . Rn

are ⇢̂1 . . . ⇢̂n within
d⇢̂1 . . . d⇢̂n is given by

P =

Z +i1
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2⇡i
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where the integration in �
i

should be performed in the
complex plane so as to maximize convergence. This equa-
tion defines the inverse Laplace transform of the cumu-
lant generating function [57]. In the one-cell case, we
simply have

P(⇢̂1) =

Z +i1

�i1

d�1

2⇡i
exp(��1⇢̂1 + '(�1)) , (39)

i.e. the PDF is the inverse Laplace transform of the one-
variable moment generating function. This inversion is
known to be tricky, and to our knowledge there are no
known general full proof methods. One practical di�-
culty is that it generically relies on the analytic contin-
uation of the predicted cumulant generating function in
the complex plane. It is therefore crucial to have a good
knowledge of the analytic properties of '(�), which is
typically di�cult since '(�) is defined itself as the Leg-
endre transform of  (⇢). Only a limited set of  (⇢) yield
analytical '(�), which in turn can be inverse-Laplace-
transformed.

III. THE ONE-POINT PDF

Up to this point, the whole construction presented in
the previous section would be a mere mathematical trick
to compute explicit cumulants for top-hat window func-
tions sparing the pain of lengthy integrations on wave
modes. In this paper, we furthermore aim to use the
cumulant generating function computed in the uniform
limit ⌃

ij

! 0 as an approximate form for the exact gen-
erating function when the ⌃

ij

are finite (but small). Note
that this is a non-trivial extension for which we have no
precise mathematical justifications. It assumes that the

global properties of '({�
k

}) – and in particular its ana-
lytical properties (which will be of crucial importance in
the following), should be meaningful for finite values of

�
k

, and not only in the vicinity of {�
k

= 0}. We now
conjecture without further proof that they correctly rep-
resent the cumulant generating function for finite values

of the variance.
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FIG. 1: A graphical representation of the 1D stationary con-
dition � =  0[⇢]. There is a maximum value for � that corre-
sponds to a critical value for ⇢, ⇢c, defined in Eq. (40).

A. General formulae and asymptotic forms

The implementation of the quadrature in Eq. (39) has
been attempted in various papers [19, 26, 39], relying on
di↵erent hypotheses for '(�) [58]. We show on Fig. 1
a graphical representation of the stationary equation for
a power law model with index n = �1.5. The implicit
equation,  0[⇢] = �, has always a solution in the vicinity
of ⇢ ⇡ 0. Expanding this equation around this point
naturally gives the low order cumulants at an arbitrary
order.

Fig. 1 shows graphically that there is maximum value
for �, �

c

, that can be reached, so that the Legendre
Transform of  is not defined for � > �

c

. It corresponds
to a value ⇢ = ⇢

c

. At this location we have

0 =  00[⇢
c

] , �
c

=  0[⇢
c

] . (40)

Note that at ⇢ = ⇢
c

,  is regular (in particular, the
corresponding singular behavior in '(�) is not related
any singularity of the spherical collapse dynamics). The
function '(�) can be expanded at this point. In short,
Eq. (24) can be inverted as a series near (⇢

c

,�
c

) (where
Eq. (40) holds), and integrated for '(�) using Eq. (28).
We give here a whole set of sub-leading terms that we
will take advantage of in the following,
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R = 10 h-1 Mpc
(500 h-1 Mpc)^3

Comparison with simulations: 
the 1-cell PDF
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reads s > �3⇢, is located beyond this critical line and is
therefore not relevant.

In the regular region, the contour lines of '(�, µ) are
shown on Fig. 5 for both a finite ration �R/R and when
it is infinitely small. This figure explicitly shows in par-
ticular that the limit �R ! 0 is non pathological, in
the sense that the location of the critical line and the ac-
tual value of the cumulant generating function converge
to well defined values. The convergence is however not
very rapid and in practice we will use finite di↵erences
for comparisons with simulations.

FIG. 6: Contour plot of '(�, µ) � �, from the simulation. It
is to be compared with left panel of Fig. 5

Finally, to conclude this subsection we also compare
these contour plots with those measured in simulations.
There, one actually computes the explicit sum

exp['(�, µ)] =
1

N
x

X

x

exp(�⇢̂
x

+ µŝ
x

) , (85)

where ⇢̂
x

and ŝ
x

are the measured values of ⇢̂ and ŝ in a
cell centered on x (in practice on grid points) and N

x

is
the number of points used (see Appendix D for details).
Then '(�, µ) is always well defined, irrespectively of the
values of � and µ. To detect the location of a critical line
one should then rely on the properties it is associated
to. From the analysis of the one cell case it appears that
for � > �

c

, '(�) is ill defined because
R

P(⇢̂) exp(�⇢̂) d⇢̂
diverges. More precisely when � ! �

c

the value of '(�)
becomes dominated by the rare event tail. It makes such
a quantity very sensitive to cosmic variance and in prac-
tice the critical line position is therefore associated with
a diverging cosmic variance. In the two-cell case, we en-
counter the same e↵ects. To locate we therefore simply
cut out part of the (� � µ) plane for which the mea-
sured variance of '(�, µ) exceeds a significant fraction of
its measured value. We set this fraction to be 20% [64].
This criterium give rises to the solid line shown on Fig.

6. This figure is now to be compared to the left panel
of Fig. 5. Although the figures are not identical they
clearly exhibit the same patterns.

D. Profile cumulant generating function and PDF
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FIG. 7: The profile generating function 's(µ) for finite dif-
ferences, �R/R = 0.1 and �R/R = 0.01, and in the limit
�R/R ! 0. The corresponding curves are respectively in
blue, darker blue and black. The vertical dashed lines show
the locations of the critical points, µ�

c and µ+
c .

When one wishes to build the PDF of ŝ, one needs
to restrict '(�, µ) presented in the previous section to
the � = 0 axis, i.e. focus on '

s

(µ) ⌘ '(� = 0, µ).
Fig. 6 shows that '

s

(µ) has two extrema points, one
corresponding to a positive value of µ, µ+

c

, and one to
a negative value µ�

c

. The resulting global shape of '
s

(µ)
is shown on Fig. 7, where it is also compared to the re-
sults where �R/R is kept finite. It actually shows that
the limit �R/R is genuine at the level of the cumulant
generating function but is reached for very small values
of �R/R. When predictions are compared with simula-
tions for which slope are measured with finite di↵erences,
it is therefore necessary to use a finite di↵erence �R.

We are now in position to build one-point PDF of the
density profile via the inverse Laplace transform of the
cumulant generating function. It should be clear from
the singular behavior of '

s

(µ) that it will exhibit expo-
nential cut-o↵s on both sides, for positive and negative
values of ŝ although not a priori in a symmetric way. In
practice, to do the complex plane integration, we build
the function '

s

(µ) for the actual power spectrum of in-
terest, and then build an e↵ective form ⇣e↵(⌧) that repro-
duces the numerical integration following Eqs. (37)-(38)
as explained in [26]. In practice we use a 7th order poly-
nomial to do the fit. We then proceed via integration
in the complex plane using the usual approach (see Ap-
pendix B). The results for R = 10h�1 Mpc and z = 1.46
and z = 0.97 is presented on the top panel of Fig. 8. The
figure clearly exhibits the expected double cut-o↵s. Dis-
crepancies between numerical results and theory that can

The 2-cell cumulant generating function

The global shape of the joint cumulant generating 
function of the density slope, s, with the density ρ1
 (an observable itself):

hexp(�1⇢1 + �2⇢2)i ! 1

critical lines = stationary constraint is singular        /         signal to noise > 10%

theory                                         numerical results for σ = 0.51

[conjugate to the density]

[conjugate to
 the slope]

The density slope : s = R1
⇢2 � ⇢1
R2 �R1

R1

R2
⇢2

⇢1
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FIG. 5: Contour plot of '(�, µ)� �, left with a finite radius di↵erence �R/R = 1/10 and right with �R/R ! 0. We see that
the structure of the critical region, although deformed, is preserved. In both cases, the restriction of '(�, µ) to µ = 0 is nothing
but the one-cell cumulant generating function considered in Sect. III.

at leading order in �R/R and when n
s

< �1. For a power law spectrum, the actual coe�cients read

⌅11(R,�R) =
2 (n

s

+ 1)Rns+3

�

�R

R

�2
(n2

s

� 9)

 

✓

�R

R

◆2
�

n2
s

+ 7n
s

+ 12
�

� 2
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R
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+ 3) + 2

!

, (80)

⌅12(R,�R) = � Rns+3

2
�
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� 9)

 

✓
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◆2
�
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s

+ 8n2
s

+ 23n
s
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�

� 4
�R

R

�

n2
s
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+ 3
�

+ 8 (n
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!

, (81)

⌅22(R,�R) =
4 (n

s

+ 1)Rns+3

�

�R

R

�2
(n2

s

� 9)
. (82)

All these coe�cients are diverging like (R/�R)2. What we need to compute is however  (⇢, s) for finite values of ⇢
and s. In this case ⇢2 is also infinitely close to ⇢1 with ⇢2 � ⇢1 = s�R/R with a fixed value for s. Then the resulting
value of  (⇢, s) is finite in the limit �R ! 0. Assuming the form (13) for ⇣(⌧) one gets

 (⇢, s) =
R3+ns⇢ns/3+(⌫�2)/⌫

2 (n2
s
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(83)

The function '(�, µ) can then be obtained by Legen-
dre transform. Like the one cell case, the transformation
becomes critical when the inversion of the stationary con-
dition is singular. For the new variables, it is also occur-
ring when the determinant of the second derivatives of  

vanishes

det



@2 (⇢, s)

@⇢@s

�

= 0, (84)

which generalizes the condition (40). This condition de-
fines the location of the critical line which can then be
visualized in the ��µ plane (thick lines on Fig. 5). Note
that the no-shell crossing condition, which in this limit

The PDF of density slope
Similarly to the 1-cell density PDF one 
can then compute the one-point density 
profile PDF.

P (s) =

Z +i1+✏

�i1+✏

d�2

2⇡i
exp [��2s+ '(��2,�2)]

�
1
=

�
2

see also Bernardeau & Valageas '00
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be seen in the bottom panels for ŝ ⇡ �0.5 are not clearly
understood (cosmic variance, numerical artifacts?).
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FIG. 8: The PDF of the profile for z = 1.46. The bottom
panel show the residuals for z = 1.46, z = 0.97 and z = 0.65.

E. The constrained expected profile

We finally move to the key result of this paper. In the
previous subsection, the PDF of ŝ is obtained irrespec-
tively of ⇢̂1. Now we focus on the conditional properties
of ŝ given ⇢̂1 = ⇢̂(< R1) at a given R = R1, whether ŝ is
defined from a nearby radius of not. Mathematically it
can be expressed in terms of the joint PDF, P(⇢̂1, ⇢̂2), as

hŝi
⇢̂1 = � R

�R
⇢̂1 +

R

�RP(⇢̂1)

Z

d⇢̂2 ⇢̂2 P(⇢̂1, ⇢̂2) , (86)

given that we have
Z

d⇢̂2 ⇢̂2 P(⇢̂1, ⇢̂2) =

Z +i1

�i1

d�1

2⇡i

@'(�1,�2)

@�2

�

�

�

�

�2=0

exp(��1⇢̂1 + '(�1)) , (87)
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FIG. 9: Top: the conditional profile, hŝi⇢̂(<R1) as a function
of ⇢̂(< R1). The thick blue solid line is the result of the
numerical integration; the thin dashed line the saddle point
approximation Eq. (89). We also present the power law ap-
proximation case as a thin (red) solid line. It is shown to
depart from the exact prediction in the low density region.
the agreement between the theory and the measurements near
the origin is quite remarquable. The bottom panels show the
residuals computed in bins as a function of the density (with a
zoomed plot below). Again the thick symbols are correspond
to the exact calculation, the thin symbols correspond to the
power low approximation.

which can be obtained by explicit integration in the com-
plex plane [65]. Note that we also have the identity,

@'(�1,�2)

@�2

�

�

�

�

�2=0

= ⇢2(�1,�2 = 0) , (88)

from the solution of the stationary equations, Eq. (28).
For the saddle point solution corresponding to the low
⇢ regime, �1 and ⇢̂1 in Eq. (87) are related through the
stationary condition. In this limit we therefore have

h⇢̂2i⇢̂1 = ⇢2(⇢̂1) , (89)

where ⇢2(⇢̂1) is the solution of the system

�1 =
@ (⇢1, ⇢2)

@⇢1
, 0 =

@ (⇢1, ⇢2)

@⇢2
. (90)

These calculations can be extended to the constrained
variance of the profile. The computation follows the same
line of derivation but is slightly more involved. It is pre-
sented in appendix C.

The density slope :

One can consider the joint cumulant 
generating function of the density 
slope, s, with the density ρ1  :

s = R1
⇢2 � ⇢1
R2 �R1

R1

R2
⇢2

⇢1

[conjugate 
to

 the slope]

[conjugate to the density]

singularities in   -space 

exponential cutoff in   -space ρ

λ
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The expected slope given a density constraint

Best predictions are in the 
low-density regime. This is 
where saddle-point 
corrections are less 
important. 

Impact of scale 
dependence of the power 
spectrum index

w vs w/o running

solid line = 
formal expression

dashed line = saddle 
point approximation

14

be seen in the bottom panels for ŝ ⇡ �0.5 are not clearly
understood (cosmic variance, numerical artifacts?).
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FIG. 8: The PDF of the profile for z = 1.46. The bottom
panel show the residuals for z = 1.46, z = 0.97 and z = 0.65.

E. The constrained expected profile

We finally move to the key result of this paper. In the
previous subsection, the PDF of ŝ is obtained irrespec-
tively of ⇢̂1. Now we focus on the conditional properties
of ŝ given ⇢̂1 = ⇢̂(< R1) at a given R = R1, whether ŝ is
defined from a nearby radius of not. Mathematically it
can be expressed in terms of the joint PDF, P(⇢̂1, ⇢̂2), as

hŝi
⇢̂1 = � R
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⇢̂1 +

R

�RP(⇢̂1)

Z

d⇢̂2 ⇢̂2 P(⇢̂1, ⇢̂2) , (86)

given that we have
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d⇢̂2 ⇢̂2 P(⇢̂1, ⇢̂2) =
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FIG. 9: Top: the conditional profile, hŝi⇢̂(<R1) as a function
of ⇢̂(< R1). The thick blue solid line is the result of the
numerical integration; the thin dashed line the saddle point
approximation Eq. (89). We also present the power law ap-
proximation case as a thin (red) solid line. It is shown to
depart from the exact prediction in the low density region.
the agreement between the theory and the measurements near
the origin is quite remarquable. The bottom panels show the
residuals computed in bins as a function of the density (with a
zoomed plot below). Again the thick symbols are correspond
to the exact calculation, the thin symbols correspond to the
power low approximation.

which can be obtained by explicit integration in the com-
plex plane [65]. Note that we also have the identity,

@'(�1,�2)

@�2

�

�

�

�

�2=0

= ⇢2(�1,�2 = 0) , (88)

from the solution of the stationary equations, Eq. (28).
For the saddle point solution corresponding to the low
⇢ regime, �1 and ⇢̂1 in Eq. (87) are related through the
stationary condition. In this limit we therefore have

h⇢̂2i⇢̂1 = ⇢2(⇢̂1) , (89)

where ⇢2(⇢̂1) is the solution of the system

�1 =
@ (⇢1, ⇢2)

@⇢1
, 0 =

@ (⇢1, ⇢2)

@⇢2
. (90)

These calculations can be extended to the constrained
variance of the profile. The computation follows the same
line of derivation but is slightly more involved. It is pre-
sented in appendix C.
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The profile shape
 (expected density as a function of the radius)
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a function of radius 
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FIG. 10: The conditional profile as a function of R2 and
for di↵erent choices of ⇢̂(R1) (to which ⇢̂(R2) is equal to at
R2 = R1). The blue thick solid lines are the results of nu-
merical integrations; the colored thin lines show the 1-� vari-
ance about the expectation. The close-by gray lines are the
same calculations but using the saddle point approximations
of Eqs. (89) and (C5) respectively. Note in particular the
smaller variance of the under dense profile near R2 ⇠ 0.

In the following we present the expected profile and its
variance from numerical integration and using the analyt-
ical saddle point approximations. These two predictions
can actually be exploited in two di↵erent ways: either for
computing the expected density slope as a function of the
constrained value ⇢̂1, or by setting the value of the den-
sity at a given radius and computing how the expected
density is evolving with the radius R2.
Fig. 9 shows the expected profile given by ⇢̂(1.1R) �

⇢̂(R) as a function of ⇢̂(R) using the same cosmological
parameters as for Fig. 2. Note in particular that the low
density part of the prediction can only be accounted for
when the running parameter is taken into account.
Finally Fig. 10 shows both the expected density as a

function of the radius R2 and for various values of ⇢̂(R1).
In the same plot we also show the expected 1-� vari-
ance about the expectation values. Both quantities are
computed using the exact complex plane integration and
compared to their saddle point approximation counter-
parts. The di↵erence is only significant for ⇢̂(R1) = 1.25.
Interestingly for low density prior, e.g. ⇢̂(R1) = 0.25 on
the figure, the variance is small (and significantly smaller
than the variance of ŝ in the absence of prior on the den-
sity). That implies that all voids should look similar,
probably a good starting point for exploring the statisti-
cal properties of the field while focussing on these regions.
[| Francis: Je ne suis pas sur d’avoir bien devine la
valeurs des bins...]
Comparison with numerical simulations is made in
Fig. 11 where we give both the measurements of the ex-
pected profile and their variance for a given constraint.
The only di↵erence with the theoretical predictions is
that the constraints is binned, i.e. the prior is that the
density ⇢1 is assigned in a given bin of width 0.2 centered

0.5 1.0 1.5 2.0

1.0

1.5

2.0

2.5

R2êR1

Xr 2\
r 1

0.5 1.0 1.5 2.0

1.0

1.5

2.0

R2êR1
Xr 2\

r 1

0.5 1.0 1.5 2.0

0.6
0.8
1.0
1.2
1.4
1.6

R2êR1

Xr 2\
r 1

0.5 1.0 1.5 2.0

0.4

0.6

0.8

1.0

R2êR1

Xr 2\
r 1

0.5 1.0 1.5 2.0
0.2

0.4

0.6

0.8

1.0

R2êR1

Xr 2\
r 1

FIG. 11: Same quantities as in the previous figure measured
here in simulations. The solid lines are the theoretical pre-
dictions and the points with error bars are the measurements
for both the expected value and its variance.

in values {0.32, 0.72, 1.12, 1.52, 1.92}. As the theoretical
predictions do not take into account the binning there
is a noticeable departure between the predicted variance
and its measured value near R2/R1 ⇡ 1 due to the width
of the bin. But, to this departure, the agreement between
the theoretical predictions and the measured quantities,
for both the expected profile and its variance is just strik-
ing! Only when the constraint density is large (top 2 pan-
els), we can see some slight departure with the theory for
small radii but is due to the fact that they correspond to
regions entering the nonlinear regime.
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vs
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(expectation+scatter)

the cosmic scatter is 
reduced in low-density 
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fiducial cosmological 
experiment

Prediction for full joint PDF densities in 
concentric cells:
P (⇢(R1), ⇢(R2)) d⇢(R1) d⇢(R2)

which is gravity and cosmology-dependent 
through the linear power spectrum and the 
dynamics of the spherical collapse.
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P (⇢(R1), ⇢(R2)) d⇢(R1) d⇢(R2)

which is gravity and cosmology-dependent 
through the linear power spectrum and the 
dynamics of the spherical collapse.

-we assume that the PDF is well-described by its 
saddle-point approximation and depends on 2 
parameters : ns and ν(which parametrizes the 

spherical collapse, 3/2 here)
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-we assume that the PDF is well-described by its 
saddle-point approximation and depends on 2 
parameters : ns and ν(which parametrizes the 

spherical collapse, 3/2 here)
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fiducial cosmological 
experiment

-power-law power spectrum with index ns (-2.5)

-we assume that the PDF is well-described by its 
saddle-point approximation and depends on 2 
parameters : ns and ν(which parametrizes the 

spherical collapse, 3/2 here)
-n=2,000 and 11,000 measurements corresponding 

to a survey volume of (200 h-1 Mpc)^3 and (360 
h-1 Mpc)^3 n!  2 000
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Messages to bring back home:

➣ we are able to predict very accurately N-pt 
statistics in the non-linear regime using Count-

In-Cells statistics : low-redshift observables have 
analytical and cosmology-dependent predictions e.g 1% 

on P(ρ) @ z=0.7

➣ at tree order, everything is encoded in the dynamics 
of the spherical collapse 

➣ we are able to do the theory of the slope of the 
density field: cosmic scatter is reduced in low-density 

regions motivating the study of void profiles.

 ➣ These calculations can be applied to projected mass 
maps 

R1

R2
⇢2

⇢1

s = R1
⇢2 � ⇢1
R2 �R1
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