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Figure 1. Growth of structure at large spatial scales in the universe. Left panel: Because dark energy
suppresses the growth of structure, the linear growth D(a), which is normalized to unity today, had to be
larger in the past in the currently favored model with dark energy (⇤CDM; blue line) than in the Einstein-de
Sitter model (EdS; black line) which has matter only and no dark energy. Right panel: snapshots from
numerical (N-body) simulations by the Virgo consortium [2], showing larger amplitude of density fluctuations
in the past in ⇤CDM (top row) than in the EdS model (bottom row) given an approximately fixed amount
of clustering today. Accurate measurements of the clustering as a function of spatial scale and cosmic time
can therefore stringently constrain the cosmological model.

of mass fluctuations, whose square (i.e. the variance of mass fluctuations �2

R) is given by the integral over
the power spectrum defined in linear theory
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where W (x) = 3j
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(x)/x is the Fourier transform of the real-space window function. The quantity �R(a)
encodes the amount of matter fluctuations averaged over a sphere of radius R at redshift z, assuming that
the fluctuations are fully linear (thus Eq. (1) is valid). A common choice to describe the normalization of
the fluctuations in the Universe today is �
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Mpc

(a = 1). Measurements of the redshift-dependence
of �
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are sometimes quoted as probes of the growth function D(a), since �
8

(a) = �
8

D(a).

Figure 2 shows an example of constraints from the growth of structure, shown for only one of the cosmological
probes — the redshift-space distortions (RSD), which will be further discussed in Sec. 5.1. This probe is
sensitive to the derivative of the logarithm of the growth function with respect to logarithm of the cosmic
scale1; we thus show the quantity

f(a) ⌘ d lnD

d ln a
(4)

vs. the redshift z ⌘ 1/a � 1. We show theory predictions for the currently favored cosmological constant
plus cold dark matter (⇤CDM) model, as well as for two modified-gravity models, the Dvali-Gabadadze-
Porrati braneworld model (DGP; [3]), and the f(R) modification to Einstein action from Ref. [4] with c = 3.
Because growth in the f(R) models is generically scale-dependent, we show predictions at two wavenumbers,
k = 0.02hMpc�1 and k = 0.1hMpc�1. The f(R) model — which is usually challenging to distinguish from

1
More precisely, the RSD are sensitive to �8(a) times this quantity, but we ignore this subtle distinction for the moment.
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Figure 8. Mass maps for the W1 field. The continuous map with contours shows the mass reconstructed from gravitational lensing.
Contours indicate the 1, 2, 3, and 4 � on this map, where � is the rms of the convergence. Open circles indicate the position of peaks in
the predicted mass map, constructed from galaxies as described in Section 4.3. The circle size is proportional to the peak height. The
field of view is approximately 9⇥ 8 deg2.

Using the lensing maps as the reference is formally equiva-
lent, but we found that the level of noise in the comparison
is reduced when the predicted maps are used instead.

Next, we want to compare the 2D spatial distribution of
peaks between the maps. The peak distribution is a powerful
tool that helps visually identify the large scales structures.
We will see that this comparison reveals the existence of
large underdensities (voids) that cannot be identified with
a statistical analysis using moments. Given that for a fixed
smoothing scale, the noise in lensing maps is higher than
the noise the predicted maps, we decided to detect peaks in
the predicted map using the 1.8 arcmin smoothing scale and
compare it to the lensing map using the smoothing scale of
8.9 arcmin. A peak location is defined as a pixel where all
surrounding pixels have a lower amplitude. Figure 8 shows

the location of 
gal

peaks for W1 (shown as white circles)
superimposed on the reconstructed lensing map shown as
the continuous coloured background. Contours are shown
for the lensing reconstruction map at 1,2,3, and 4 sigma lev-
els, which is a common way of indicating the significance of
structures in lensing maps. On average, the distribution of

gal

peaks matches the lensing mass overdensities. A quan-
titative comparison between the predicted convergence and
the lensing convergence is shown in the left panel of Figure
9; the small dots in this figure show, for each peak detected
on the 

gal

map, the corresponding value of the lensing map

obs

at the same location. Note that for Figure 9 we have
used a smoothing scale of 1.8 arcmin for the lensing map as
well, hence the high noise rms for the lensing peak ampli-
tude. Although only peaks have been used in this plot, it
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complex astrophysics which may be difficult to determine with
precision, it is appealing to consider an alternate strategy, where one
removes the intrinsic clustering part of the signal, leaving, ideally,
the pure lensing signal. If this can be achieved, then confrontation
with theory becomes much more straightforward and robust. The
purpose of this paper is to investigate to what extent this can be
achieved, using a ‘nulling’ technique similar to that which has been
proposed to deal with IAs in cosmic shear. Nulling can be achieved
because we know (for a given cosmology) how the source of the
magnification signal depends on redshift, and we can exploit this
to find combinations of correlations which do not include intrinsic
clustering terms.

The problems of dealing with IAs in cosmic shear and intrin-
sic clustering in cosmic magnification are in some respects similar,
but in others different. In both cases, the observable quantity (the
ellipticity in the case of shear, the number density in the case of
magnification) depends to first order on the addition of two compo-
nents, so any quadratic quantities such as the correlation function
or power spectrum of the observables have four terms. The main
differences are that in the cosmic shear case, the contaminants are
relatively small, but poorly known theoretically, whereas in the mag-
nification case, the contaminating terms are large, but in principle
measurable.

The structure of the paper is as follows. In Section 2 we review the
theory of cosmic magnification. In Section 3 we develop the nulling
theory, and in Section 4 we present results, with conclusions given
in Section 5.

2 C O S M I C M AG N I F I C AT I O N
AND A M PLIFIC ATION

The distortion of light bundles leads to a mapping from the source
plane to the image plane which is described by a symmetric am-
plification matrix, which is decomposed into a convergence κ , and
two shear terms γ 1 and γ 2, which describe distortions along the
coordinate axes and at 45◦, respectively:

A =
(

1 − κ + γ1 −γ2

−γ2 1 − κ − γ1

)
.

Size changes (and hence flux changes, by Liouville’s theorem) are
related to the inverse of the Jacobian of the transformation, which
to linear order is

µ ≃ 1 + 2κ + O(κ2).

This is the magnification or amplification. Let the unmagnified
average number density at position r above a flux limit f be n̄(>
f , r), and we assume that near the flux limit of a survey it has a
slope α, i.e.

n̄(> f , r) ∝ f −α,

then the expected observed galaxy counts, neglecting intrinsic clus-
tering, for given magnification µ(r) will be

n(> f , r) = n̄(> f , r)µ(r)α−1.

The solid angle elements are also magnified, thus lowering the
number density and resulting in the µ−1 factor (Narayan 1989).
Note that the slope may be dependent on r (only via r ≡ |r| if
the survey selection is isotropic within the observed area), and that
the power law need not extend over a wide range of f ; it is the
local slope at the flux limit which is required. If we include intrinsic
clustering of the sources, characterized by a fractional overdensity

δg, then the observed number density of galaxies at position r is
given by (dropping the >f )

n(r) = n̄(r)µ(r)α−1
[
1 + δg(r)

]
,

where δg is the intrinsic fractional overdensity of galaxies. If
we define b as the bias parameter, here in real space, so δg ≡
bδ, where δ is the fractional mass overdensity, then linearizing
gives

n(r) = n̄(r) [1 + λκ + bδ(r)] ,

where λ ≡ 2(α − 1) may be a function of r, as may b, through time
evolution. λ should be relatively easy to measure from sufficiently
deep photometric catalogues, so we initially regard it as fixed and
known. The convergence is

κ(r) = A

∫ r

0
dr ′ FK (r, r ′) δ(r ′),

where FK(r, r′) = r′(r − r′)/[ra(r′)] for a flat Universe (for r > r′, 0
otherwise) and A = 3H2

0&m/(2c2). We will assume flatness, but this
can be easily generalized. Thus since κ is linear in δ, we have to
linear order that the fractional number overdensity ' ≡ n/n̄ − 1 is

'(r) = λ(r)κ(r) + b(r)δ(r).

Let us consider the two-point statistics of ', for a tomographic sur-
vey divided into nbins shells in estimated redshift (normally coming
from photometric redshift estimates). We will frame this discussion
in real space, but will switch to Fourier space in Section 3. The
two-point cross-correlation function of the number overdensity in
two shells i and j is (with obvious notation)

⟨'i'j ⟩ = λiλj ⟨κiκj ⟩ + bibj ⟨δiδj ⟩

+λibj ⟨κiδj ⟩ + biλj ⟨δiκj ⟩; i, j = 1, . . . , nbins.

If we wish to have a clean cosmological test, then it is the first term
which is of most interest, as it does contain galaxy bias, which is not
precisely known. If we are to use it, then we need to remove or model
the other terms. In this paper we choose the former strategy, which
can be achieved by nulling out the remaining terms. This is very sim-
ilar to what has been proposed by Joachimi & Schneider (2008) and
Joachimi & Schneider (2009) for removal of intrinsic alignment (IA)
terms in cosmic shear, where the second term is analogous to the so-
called II term, and the cross-terms are GI terms in cosmic shear (and
only one survives in that case). We turn to how to do this in the next
section.

There are two main differences between magnification nulling
and IA. One is the magnitude of the effect. GI is generally subdom-
inant to the desired GG shear signal, whereas here the κδ terms far
exceed the bias-independent κκ term (see the top panels of Fig. 1).
The other difference is that we have rather poor theoretical under-
standing of the GI term, whereas we can in principle make some
measurements of bias of galaxies.

3 N U L L I N G

As with the shear nulling method of Joachimi & Schneider (2008),
we cross-correlate the overdensity of galaxies in a tomographic bin
labelled by i with a weighted average of the overdensities in all other
tomographic bins. Writing this average as Di(θ ) in the continuum
limit, where θ is an angular position on the sky,

Di(θ ) =
∫ ∞

0
dr W i(r)'(r).

If we choose Wi(r) to be zero for r close to ri (the centre of the
tomographic bin i), then the intrinsic clustering term (a product
of bδ terms) will be small. This is analogous to the downweighting

C⃝ 2011 The Authors, MNRAS 415, 1681–1690
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complex astrophysics which may be difficult to determine with
precision, it is appealing to consider an alternate strategy, where one
removes the intrinsic clustering part of the signal, leaving, ideally,
the pure lensing signal. If this can be achieved, then confrontation
with theory becomes much more straightforward and robust. The
purpose of this paper is to investigate to what extent this can be
achieved, using a ‘nulling’ technique similar to that which has been
proposed to deal with IAs in cosmic shear. Nulling can be achieved
because we know (for a given cosmology) how the source of the
magnification signal depends on redshift, and we can exploit this
to find combinations of correlations which do not include intrinsic
clustering terms.

The problems of dealing with IAs in cosmic shear and intrin-
sic clustering in cosmic magnification are in some respects similar,
but in others different. In both cases, the observable quantity (the
ellipticity in the case of shear, the number density in the case of
magnification) depends to first order on the addition of two compo-
nents, so any quadratic quantities such as the correlation function
or power spectrum of the observables have four terms. The main
differences are that in the cosmic shear case, the contaminants are
relatively small, but poorly known theoretically, whereas in the mag-
nification case, the contaminating terms are large, but in principle
measurable.

The structure of the paper is as follows. In Section 2 we review the
theory of cosmic magnification. In Section 3 we develop the nulling
theory, and in Section 4 we present results, with conclusions given
in Section 5.

2 C O S M I C M AG N I F I C AT I O N
AN D A M PLIF IC ATION

The distortion of light bundles leads to a mapping from the source
plane to the image plane which is described by a symmetric am-
plification matrix, which is decomposed into a convergence κ , and
two shear terms γ 1 and γ 2, which describe distortions along the
coordinate axes and at 45◦, respectively:

A =
(

1 − κ + γ1 −γ2

−γ2 1 − κ − γ1

)
.

Size changes (and hence flux changes, by Liouville’s theorem) are
related to the inverse of the Jacobian of the transformation, which
to linear order is

µ ≃ 1 + 2κ + O(κ2).

This is the magnification or amplification. Let the unmagnified
average number density at position r above a flux limit f be n̄(>
f , r), and we assume that near the flux limit of a survey it has a
slope α, i.e.

n̄(> f , r) ∝ f −α,

then the expected observed galaxy counts, neglecting intrinsic clus-
tering, for given magnification µ(r) will be

n(> f , r) = n̄(> f , r)µ(r)α−1.

The solid angle elements are also magnified, thus lowering the
number density and resulting in the µ−1 factor (Narayan 1989).
Note that the slope may be dependent on r (only via r ≡ |r| if
the survey selection is isotropic within the observed area), and that
the power law need not extend over a wide range of f ; it is the
local slope at the flux limit which is required. If we include intrinsic
clustering of the sources, characterized by a fractional overdensity

δg, then the observed number density of galaxies at position r is
given by (dropping the >f )

n(r) = n̄(r)µ(r)α−1
[
1 + δg(r)

]
,

where δg is the intrinsic fractional overdensity of galaxies. If
we define b as the bias parameter, here in real space, so δg ≡
bδ, where δ is the fractional mass overdensity, then linearizing
gives

n(r) = n̄(r) [1 + λκ + bδ(r)] ,

where λ ≡ 2(α − 1) may be a function of r, as may b, through time
evolution. λ should be relatively easy to measure from sufficiently
deep photometric catalogues, so we initially regard it as fixed and
known. The convergence is

κ(r) = A

∫ r

0
dr ′ FK (r, r ′) δ(r ′),

where FK(r, r′) = r′(r − r′)/[ra(r′)] for a flat Universe (for r > r′, 0
otherwise) and A = 3H2

0&m/(2c2). We will assume flatness, but this
can be easily generalized. Thus since κ is linear in δ, we have to
linear order that the fractional number overdensity ' ≡ n/n̄ − 1 is

'(r) = λ(r)κ(r) + b(r)δ(r).

Let us consider the two-point statistics of ', for a tomographic sur-
vey divided into nbins shells in estimated redshift (normally coming
from photometric redshift estimates). We will frame this discussion
in real space, but will switch to Fourier space in Section 3. The
two-point cross-correlation function of the number overdensity in
two shells i and j is (with obvious notation)

⟨'i'j ⟩ = λiλj ⟨κiκj ⟩ + bibj ⟨δiδj ⟩

+λibj ⟨κiδj ⟩ + biλj ⟨δiκj ⟩; i, j = 1, . . . , nbins.

If we wish to have a clean cosmological test, then it is the first term
which is of most interest, as it does contain galaxy bias, which is not
precisely known. If we are to use it, then we need to remove or model
the other terms. In this paper we choose the former strategy, which
can be achieved by nulling out the remaining terms. This is very sim-
ilar to what has been proposed by Joachimi & Schneider (2008) and
Joachimi & Schneider (2009) for removal of intrinsic alignment (IA)
terms in cosmic shear, where the second term is analogous to the so-
called II term, and the cross-terms are GI terms in cosmic shear (and
only one survives in that case). We turn to how to do this in the next
section.

There are two main differences between magnification nulling
and IA. One is the magnitude of the effect. GI is generally subdom-
inant to the desired GG shear signal, whereas here the κδ terms far
exceed the bias-independent κκ term (see the top panels of Fig. 1).
The other difference is that we have rather poor theoretical under-
standing of the GI term, whereas we can in principle make some
measurements of bias of galaxies.

3 N U L L I N G

As with the shear nulling method of Joachimi & Schneider (2008),
we cross-correlate the overdensity of galaxies in a tomographic bin
labelled by i with a weighted average of the overdensities in all other
tomographic bins. Writing this average as Di(θ ) in the continuum
limit, where θ is an angular position on the sky,

Di(θ ) =
∫ ∞

0
dr W i(r)'(r).

If we choose Wi(r) to be zero for r close to ri (the centre of the
tomographic bin i), then the intrinsic clustering term (a product
of bδ terms) will be small. This is analogous to the downweighting
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Weak lensing shear galaxies

Aussois’s Cosmic Shear Lecture 5
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Figure 3. Illustration of the first order effect of cosmic shear on a cir-
cular background galaxy of radius R0. The convergence is an isotropic
distortion of the image of the galaxy, while the shear is an anisotropic
distortion.

Aij(θ) = δij + A(1)
ij (θ) = δij −

2

c2

∫ wS

0
dw

fK(w − w′)fK(w′)

fK(w)
Φ(1)

,ij (fK(w′)θ, w′),

(12)
where wS is the position of the source. Eq.(12) is the basic lensing equation
used to calculate the distortion and the magnification of distant sources. This
result is a first order expression and is only valid in the realm of the Born
approximation where the lensing properties are calculated along the unperturbed
light path (of direction θ). Therefore, all contribution coming from the lens-
lens coupling are neglected. For most practical applications this is however an
excellent approximation (Bernardeau et al. 1997, Schneider et al. 1998), as we
shall see later.

Back to the lensing effects (Eq.5), the geometrical deformation of a light
bundle can be expressed as an integrated effect along the line-of-sight:

κ = 1 +
1

2
Tr(A(1)

ij ) ; γ =
1

2
(A(1)

11 −A(1)
22 + 2iA(1)

12 ) ; ω = 0. (13)

These expressions show that a scalar perturbation will never induce a rotation
of the light bundle at the first order (ω = 0). Figure 3 shows the effect of cosmic
shear on a distant circular galaxy, at the first order (κ ≪ 1 and γ ≪ 1).
It shows that the shear can be obtained from the measurement of the shape of
galaxies. The practical methods to do this measurement will be discussed in
Section 2.2.

Cosmology and Gravitational Lensing 5

of intrinsic alignments). In the absence of observational distortions, the observed

ellipticity eobs is related to its unlensed value eint through (12,8):

eobs =
eint + γ

1 + γ∗eint
, (6)

where e ≃ [(1 − b/a)/(1 + b/a)] exp(2iα) for an ellipse with major and minor axes

a and b, respectively, and orientation angle α. γ∗ is the complex conjugate of the

lensing shear. The average value of eobs ≈ γ in the weak lensing regime. To be

more precise, the observable is the reduced shear γ/(1− κ). Hence, the unbiased

measurement of the shapes of background galaxies (which constitute the small,

faint end of the galaxy sample) lies at the heart of any weak lensing analysis.

2.2 Weak lensing pipeline

The unbiased measurement of galaxy shapes is not a trivial task, because the

observed images have been ‘corrupted’: even in space based data, the finite size

of the mirror and the complicated telescope optics give rise to a non-trivial point

spread function (PSF). In ground based data the situation is worse because of

turbulence in the atmosphere (an effect called seeing). Finally, the image is

sampled in discrete pixels (which may not be square), with a detector that may

suffer from charge transfer inefficiencies or other detector non-linearities.

The combination of seeing and the intrinsic size of the PSF leads to a circu-

larization of the observed images, whereas PSF anisotropy introduces coherent

alignments in the shapes of the galaxies. The former effect lowers the amplitude

of the inferred lensing signal; the latter can mimic a lensing signal. Hence, to

infer the true lensing signal, one needs to determine the original galaxy shape:

this requires some form of deconvolution in the presence of noise. It is therefore

not surprising that the development of methods that can undo the effects of the

PSF has been a major focus of lensing research.

We list below the schematic steps of a pipeline that starts with raw galaxy im-

ages and that ultimately delivers cosmological measurements (see (13) for details

and discussion of potential systematic errors at each step).

1. Object detection: The detection of the faint galaxies that are used in

the analysis forms the first step in the lensing analysis. This can be done on the

individual exposures (as multiple images of the same area of sky are typically

obtained) or on a stacked image. In either case, an algorithm to distinguish

stars from galaxies is needed. Note also that the images need to be corrected

for any shearing by the camera. The next step is to quantify shape parameters

for these objects. The optimal way to detect galaxies and measure their shapes

using multiple exposures and a set of filters is an area of ongoing research which

we will not address further.

2. PSF estimation: To deal with the effects of the point spread function

(PSF) a sample of moderately bright stars is identified from the actual data.
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Shear is correlated on arcmin scale

8 Kilbinger et al.

intrinsic ellipticity as a Gaussian random variable with zero mean
and dispersion σε = 0.38. The latter is calculated as σ2

ε =
∑

i εiε
∗
i ,

where the sum goes over all CFHTLenS galaxies in our redshift
range. Therefore, the covariance between the 184 Clone lines of
sight gives us the total covariance D+M+V. Contrary to the case
of the 2PCFs (previous section), this covariance stems from a pure
ML estimate, and therefore the inverse needs to be de-biased by
the Anderson-Hartlap factor α. With a typical number of angular
scales of p = 10 to 15 the corresponding α is of order 0.9. We
show that our cosmological results are independent of the number
of realisations in Sect. 6.2. Note that for the all derived estimators,
the cosmology-dependence of the covariance is neglected.

For upcoming and future tomographic surveys such as KiDS5,
DES6, HSC7, Euclid8 (Laureijs et al. 2011) or LSST9, a much
larger suite of simulations will be necessary. The number of re-
alisations n has to be substantially larger than the number of bins
p (Hartlap et al. 2007). For a multi-bin tomographic shear survey,
p can easily be of the order of several hundreds or more if other
probes are jointly measured such as galaxy clustering or magnifi-
cation. This necessitates on the order of a thousand and more inde-
pendent lines of sight. This number has to be multiplied by many
if a proper treatment of the cosmology-dependence is to be taken
into account. Moreover, a simple up-scaling of smaller simulated
fields to full survey size might not be easy because of the different
area-scaling of the HSV term.

3.4 Ellipticity calibration corrections

We apply the shear calibration as described in Heymans et al.
(2012), which accounts for a potential additive shear bias c and
multiplicative bias m,

εobs = (1 +m) εtrue + c. (13)

The additive bias is found to be consistent with zero for ε1. The sec-
ond ellipticity component ε2 shows a signal-to-noise ratio (S/N )
and size-dependent bias which we subtract for each galaxy. This
represents a correction which is on average at the level of 2×10−3.
The multiplicative bias m is modelled as a function of the galaxy
S/N and size r. It is fit simultaneously in 20 bins of S/N and r,
see Miller et al. (2013). We use the best-fitting function m(S/N, r)
and perform the global correction to the shear 2PCFs, see eqs. (19)
and (20) of Miller et al. (2013). Accordingly, we calculate the cali-
bration factor 1+K as the weighted correlation function of 1+m,

1 +K(ϑ) =

∑

ij wiwj(1 +mi)(1 +mj)
∑

ij wiwj
. (14)

The final calibrated 2PCFs are obtained by dividing ξ+ and ξ− by
1 + K. The amplitude of 1 + K is around 0.91 on all scales. The
errors on the correlation function from the fit uncertainty are negli-
gible compared to our statistical errors. Furthermore, we calculate
the covariance matrix Cm for the correlation function from this un-
certainty, and show in Sect. 6.2 that the cosmological results remain
unchanged by adding this term to the analysis.

Figure 6 shows the combined and corrected 2PCFs, which are
the weighted averages over the four Wide patches with the number

5 kids.strw.leidenuniv.nl
6 www.darkenergysurvey.org
7 http://www.naoj.org/Projects/HSC/HSCProject.html
8 www.euclid-ec.org
9 http://www.lsst.org/lsst
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Figure 7. The measured shear correlation functions ξ+ (top panel) and ξ−
(bottom), for the four Wide patches. The error bars correspond to Poisson
noise.

of pairs as weights. Note that the data points are strongly corre-
lated, in particular ξ+ on scales larger than about 10 arcmin. Cos-
mological results using this data will be presented in Sect. 5. The
correlation signal split up into the contributions from the four Wide
patches is plotted in Fig. 7. There is no apparent outlier field. The
scatter is larger than suggested by the Poisson noise on large scales,
in agreement with the expected cosmic variance.
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Shear is correlated on arcmin scale
12 L. Van Waerbeke et al.

Figure 8. Mass maps for the W1 field. The continuous map with contours shows the mass reconstructed from gravitational lensing.
Contours indicate the 1, 2, 3, and 4 � on this map, where � is the rms of the convergence. Open circles indicate the position of peaks in
the predicted mass map, constructed from galaxies as described in Section 4.3. The circle size is proportional to the peak height. The
field of view is approximately 9⇥ 8 deg2.

Using the lensing maps as the reference is formally equiva-
lent, but we found that the level of noise in the comparison
is reduced when the predicted maps are used instead.

Next, we want to compare the 2D spatial distribution of
peaks between the maps. The peak distribution is a powerful
tool that helps visually identify the large scales structures.
We will see that this comparison reveals the existence of
large underdensities (voids) that cannot be identified with
a statistical analysis using moments. Given that for a fixed
smoothing scale, the noise in lensing maps is higher than
the noise the predicted maps, we decided to detect peaks in
the predicted map using the 1.8 arcmin smoothing scale and
compare it to the lensing map using the smoothing scale of
8.9 arcmin. A peak location is defined as a pixel where all
surrounding pixels have a lower amplitude. Figure 8 shows

the location of 
gal

peaks for W1 (shown as white circles)
superimposed on the reconstructed lensing map shown as
the continuous coloured background. Contours are shown
for the lensing reconstruction map at 1,2,3, and 4 sigma lev-
els, which is a common way of indicating the significance of
structures in lensing maps. On average, the distribution of

gal

peaks matches the lensing mass overdensities. A quan-
titative comparison between the predicted convergence and
the lensing convergence is shown in the left panel of Figure
9; the small dots in this figure show, for each peak detected
on the 

gal

map, the corresponding value of the lensing map

obs

at the same location. Note that for Figure 9 we have
used a smoothing scale of 1.8 arcmin for the lensing map as
well, hence the high noise rms for the lensing peak ampli-
tude. Although only peaks have been used in this plot, it

© 2012 RAS, MNRAS 000, 1–18

Shear correlation allow for the reconstruction of DM mass map 
But also, probe the NG properties of the DM : higher order statistics, peak and void counts…

van Waerbeke et al 2013



Shear is correlated with foreground 
galaxies (galaxy galaxy lensing)

Complements the 
shear-shear correlation 

Give access to the 
galaxy bias 

Can provide 
robustness tests for 
shear-shear 
systematics 

It’s there for free !
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First Measurement of the Cross-Correlation of CMB Lensing and Galaxy Lensing
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We measure the cross-correlation of cosmic microwave background lensing convergence maps
derived from Atacama Cosmology Telescope data with galaxy lensing convergence maps as measured
by the Canada-France-Hawaii Telescope Stripe 82 Survey. The CMB-galaxy lensing cross power
spectrum is measured for the first time with a significance of 3.2σ, which corresponds to a 16%
constraint on the amplitude of density fluctuations at redshifts ∼ 0.9. With upcoming improved
lensing data, this novel type of measurement will become a powerful cosmological probe, providing
a precise measurement of the mass distribution at intermediate redshifts and serving as a calibrator
for systematic biases in weak lensing measurements.

∗ nhand@berkeley.edu

I. INTRODUCTION

The cosmic web of matter gravitationally deflects the
paths of photons as they traverse the Universe – an effect
known as gravitational lensing. In the case of light from
the cosmic microwave background (CMB), these lensing
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FIG. 4. The CMB lensing - galaxy lensing convergence cross
power spectrum (red points), measured using ACT and CS82
data. Error bars are computed using Monte Carlo methods
(see text), and the significance of the measurement is 3.2σ.
The dashed and solid black lines show the expected power
spectra assuming the Planck + lensing + WP + highL and
WMAP9 + eCMB cosmological models, respectively. The
theoretical spectra shown correspond to A = 1, and rela-
tive to these models, the best-fit amplitudes to our data are
APlanck = 0.61 ± 0.19 and AWMAP = 0.74 ± 0.23.

B. Null Tests

We verify our pipeline and measured cross power spec-
trum with a series of null tests. The first test uses the
480 Monte Carlo realizations of simulated CMB lensing
maps described previously. We compute the cross power
spectrum of the true CS82 convergence field with these
realizations. The mean of these 480 spectra is shown in
the top panel of Fig. 5. As expected, the result is con-
sistent with the null hypothesis, with χ2 = 10.0 for five
degrees of freedom; the probability of random deviates
with the same covariances to exceed this chi-squared is
7.4%. The second test uses 500 realizations of random-
ized galaxy lensing shear maps (described in section III),
and we compute the mean cross power spectrum between
the true ACT convergence field and these random maps.
Shown in the center panel of Fig. 5, this mean corre-
lation is also consistent with zero, with χ2 = 5.2 and
a probability to exceed of 39%. Note that the set of
500 randomized shear maps do not contain a cosmolog-
ical shear signal and thus, can only be used as a null
test rather than to estimate error bars for the final cross
spectrum measurement. Finally, we create 58 “shuffled”
ACT maps by shifting the true ACT data in intervals
of 0.75◦ along the right ascension direction. The mean
of the cross-correlation between these shuffled maps and
the CS82 convergence data is shown in the lower panel
of Fig. 5. This mean correlation is also consistent with
null signal, with χ2 = 6.1 and a probability to exceed of
30%. The error bars for each of these measurements are

FIG. 5. Three successful null tests, all consistent with zero.
Top: the mean correlation between 480 Monte Carlo real-
izations of simulated CMB lensing maps and the true CS82
lensing data. Middle: the mean correlation between 500 ran-
domized galaxy lensing maps and the true ACT data. Bot-
tom: the mean correlation between the true CS82 data and
58 ACT “shuffled” maps, constructed by shifting the data in
intervals of 0.75◦ along the right ascension direction. The
probabilities to exceed the measured χ2 for these tests are
7.4%, 39% and 30%, respectively. Note that the scaling of
the y-axis here is two orders of magnitude smaller than the
y-axis of Fig. 4.

computed using the full covariance matrix as determined
from the Monte Carlo realizations, as was done for the
true data.
We also perform two specific tests of the CS82 shear

data. We compute the cross power spectrum using the
same methods outlined in section IV, but replace the
CS82 ellipticity data with 1) the B-mode ellipticity maps
Mbmode1/2 and 2) the PSF ellipticity maps Mpsf1/2. The
B-mode ellipticity is obtained using the transformation
(e1, e2) to (−e2, e1), and in the absence of systematics,
should vanish. The cross power spectrum between the
ACT data and the B-mode convergence data is shown in
the top panel of Fig. 6. As expected, the measurement is
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computed using the full covariance matrix as determined
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true data.
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data. We compute the cross power spectrum using the
same methods outlined in section IV, but replace the
CS82 ellipticity data with 1) the B-mode ellipticity maps
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How to get evolution
Vary the redshift selection function of the observed galaxy to access 
to growth evolution
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Figure 2: The lensing power spectra constructed from galaxies split into two broad redshift

bins. The two auto-spectra and one cross-spectrum are shown. The solid curves are predictions

for the fiducial ΛCDM model, which include nonlinear evolution (40). The boxes show the

expected measurement error due to the sample variance and intrinsic ellipticity errors from a

5000 deg2 survey with median redshift z = 0.8 (these are ambitious survey parameters by the

standards of Stage III surveys). The thin curves are the predictions for a dark energy model

with w = −0.9. Note that at least four or five redshift bins are expected to be useful from such

a survey, leading to many more measured power spectra.

Along with the galaxy-galaxy power spectrum, Cgigi
(ℓ), equations 8 and 9

represent the three sets of auto- and cross-spectra that can be measured from

(foreground) galaxy positions and (background) galaxy shapes (41). Each of the

three power spectra can be measured for multiple photo-z bins. These contain all

the two-point information one can extract from multicolor imaging data on both

galaxy clustering and lensing. It would be an exhaustive exercise in parameter

estimation to perform model fitting on a set of such measurements; only pieces

of this have been carried out so far.

In addition, cosmographic information via the distance-redshift relation can

be obtained using the variation of the galaxy-galaxy lensing signal with redshift.

While this has less constraining power than other tests of the distance-redshift

relation, it would help isolate the geometric and growth of structure information

Build redshift bins using photometric redshifts 

The more the better 

The more precise the better



An idealized Weak Shear pipeline

Observe background galaxies 

Measure their ellipticities 

Measure their redshifts and build redshift bins 

Correlate their ellipticities/redshift bins 

Fit your preferred cosmological model 

Solve the mysteries of the universe



Large scale survey : 15000deg2 

Large scales accessible - improves statistic at small scales 

Space is the place  

small and stable PSF <0.2arcsec 

A broad VIS band : sensitivity and resolution  

>30 galaxy/arcmin i.e. 1.5 109 usable galaxies 

Median redshift >0.8  

3 NIR bands + ground visible data  + ground spectroscopy : Photo-Z 

accuracy σ(z)/(1+z) < 0.05 

10 redshift bins for tomography up to z~2 (Red book forecasts)

Building Euclid WL
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An idealized Weak Shear pipeline

Observe background galaxies 

Measure their ellipticities 

Measure their redshifts and build redshift bins 

Correlate their ellipticities/redshift bins 

Fit your preferred cosmological model



Life is complicated
Observe background galaxies 

First observe images, and correct for instrument effects (PSF…) 

Measure their ellipticities 

Do we really know how to do that ? 

Measure their redshifts and build redshift bins 

Are they precise enough ? 

Correlate their ellipticities/redshift bins 

Am I only seeing WL when I do that ? 

Fit your preferred cosmological model 

What statistical description for the data ? 

Is my theoretical knowledge sufficient ?



A (shortened) systematic list

PSF 

Shear Calibration 

!

Intrinsic alignement 

Photo-z  

non-linear physics 

baryon physics 

!

2pt function Likelihood - covariance matrix

ẽ = � + eintrinsic + c+m (� + eintrinsic) + q (� + eintrinsic)
2 + o(�3

, e

3)
2 Troxel & Ishak

Figure 1. The 2-point intrinsic alignment correlations. Galaxies which are intrinsically aligned are coloured in blue and labeled I, while
galaxies which are lensed are coloured in red and labeled G. The lower right panels represent the view of the system on the sky, while
each panel preceding it is at some distinct redshift where zi < zj . If the two galaxies are spatially close, at nearly the same redshift
and angular position on the sky, they can be aligned by the tidal force field of the same nearby matter structure (labeled DM in the
figure). This is shown as the II correlation. If instead a matter structure causes both the alignment of a nearby galaxy and contributes
to the lensing signal of a background galaxy, this produces an anti-correlation with negative sign between the cosmic shear and intrinsic
ellipticity, since the tidal force and gravitational lensing tend to align the galaxy shapes in orthogonal directions, and is shown as the GI
correlation.

(2002); Brown et al. (2003); Jarvis et al. (2003); Pen et al. (2003); Ishak (2005); Massey et al. (2005); Upadhye, Ishak & Steinhardt

(2005); Ishak (2007); Fu, Wu & Yu (2009); Joudaki, Cooray & Holz (2009); Schrabback et al. (2010) and references therein.)
Weak lensing has also been shown to be very useful to test the nature of gravity at cosmological distance scales (see for

example the partial list Song (2005); Capozziello, Cardone & Troisi (2006); Ishak, Upadhye & Spergel (2006); Zhao et al.

(2006); Huterer & Linder (2007); Linder & Cahn (2007); Zhang et al. (2007); Acquaviva et al. (2008); Daniel et al. (2008);
Schmidt (2008); Ishak & Dossett (2009); Thomas, Abdalla & Weller (2009); Zhao et al. (2009); Bean & Tangmatitham

(2010); Daniel et al. (2010); Tereno, Semboloni & Schrabback (2010); Dossett, Moldenhauer & Ishak (2011).)

The 3-point cosmic shear correlation and the shear bispectrum have been shown to break degeneracies in the cosmological
parameters in addition to the constraints obtained from the 2-point cosmic shear correlation and the corresponding shear

power spectrum that the power spectrum alone does not (Takada & Jain 2003; Vafaei et al. 2010). For example, the results

of Takada & Jain (2004) showed that a deep lensing survey should be able to improve the constraints on the dark energy pa-
rameters and the matter fluctuation amplitude by a further factor of 2-3 using the bispectrum. Most recently, Semboloni et al.

(2010) derived parameter constraints by measuring the third order moment of the aperture mass measure using weak lensing

data from the HST COSMOS survey. They found independent results consistent with WMAP7 best-fit cosmology and an
improved constraint when combined with the 2-point correlation. In addition to improved parameter constraints, by defini-

tion the bispectrum also allows us to explore information about non-Gaussianity in the universe that is inaccessible at the
2-point level, providing constraints on the degree of non-Gaussianity (see for example Matarrese, Verde & Jimenez (2000);

Verde et al. (2001); Takada & Jain (2004); Jeong & Komatsu (2009); Huterer, Komatsu & Shandera (2010); Munshi et al.

(2011) and references therein.)

As we describe below, we extend in this paper the 2-point self calibration technique proposed by Zhang (2010b) to the
3-point intrinsic alignment auto-correlation bispectra between galaxies in a single redshift bin. This technique is different

from the cross-correlation techniques proposed in Zhang (2010a) and Troxel & Ishak (2012a), instead using differences in

the redshift dependencies of the intrinsic alignment and lensing bispectra to self-calibrate the intrinsic alignment signal. These
2-and 3-point intrinsic alignment correlations constitute a contaminant to the lensing signal and must be isolated and removed

to avoid biasing the cosmological information contained within the cosmic shear power spectra and bispectra.

Cosmic shear measurements are in fact limited in precision by several systematic effects which must be accounted

for in order to make full use of the potential of future weak lensing surveys (see for example Croft & Metzler (2000);
Heavens, Refregier & Heymans (2000); Bacon et al. (2001); Catelan, Kamionkowski & Blandford (2001); Erben et al. (2001);

Bernstein & Jarvis (2002); Brown et al. (2002); King & Schneider (2002); Hirata & Seljak (2003a); Refregier (2003);

Van Waerbeke & Mellier (2003); Heymans et al. (2004); Ishak et al. (2004); Takada & White (2004) and references therein),

c⃝ 0000 RAS, MNRAS 000, 1–14
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Figure 10.Marginalised posterior density contours (68.3%, 95.5%, 99.7%)
for CFHTLenS (blue contours), WMAP7 (green), CFHTLenS+WMAP7
(red) and CFHTLenS+WMAP7+BOSS+R09 (black). The model is flat
ΛCDM (left panel) and curved ΛCDM (middle and right panel), respec-
tively.
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Figure 11.Marginalised posterior density contours (68.3%, 95.5%, 99.7%)
for CFHTLenS (blue contours), WMAP7 (green), CFHTLenS+WMAP7
(magenta) and CFHTLenS+WMAP7+BOSS+R09 (black). The model is
flat wCDM.

Since the magnitude of the covariance is much smaller than the
statistical uncertainties, the cosmological results are virtually un-
changed.

Large scales only. The largest ratio of signal-to-noise for cosmic
shear is on small, non-linear scales. Unfortunately, those scales are
the most difficult to model, because of uncertainties in the dark-
matter clustering, and baryonic effects on the total power spectrum.
To obtain more robust cosmological constraints, we exclude small
scales from the 2PCFs in two cases, as follows. First, we use the
cut-off ϑc = 17 arc minutes. At this scale, the non-linear halofit
prediction of ξ+ is within 5 per cent of the linear model. Baryonic
effects, following Semboloni et al. (2011), are reduced to sub per
cent level. The component ξ−, being more sensitive to small scales,
is still highly non-linear at this scale. However, since most of the
constraining power is contained in ξ+, the resulting cosmological
constraints will not be very sensitive to non-linearities. Neverthe-
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intrinsic ellipticity as a Gaussian random variable with zero mean
and dispersion σε = 0.38. The latter is calculated as σ2

ε =
∑

i εiε
∗
i ,

where the sum goes over all CFHTLenS galaxies in our redshift
range. Therefore, the covariance between the 184 Clone lines of
sight gives us the total covariance D+M+V. Contrary to the case
of the 2PCFs (previous section), this covariance stems from a pure
ML estimate, and therefore the inverse needs to be de-biased by
the Anderson-Hartlap factor α. With a typical number of angular
scales of p = 10 to 15 the corresponding α is of order 0.9. We
show that our cosmological results are independent of the number
of realisations in Sect. 6.2. Note that for the all derived estimators,
the cosmology-dependence of the covariance is neglected.

For upcoming and future tomographic surveys such as KiDS5,
DES6, HSC7, Euclid8 (Laureijs et al. 2011) or LSST9, a much
larger suite of simulations will be necessary. The number of re-
alisations n has to be substantially larger than the number of bins
p (Hartlap et al. 2007). For a multi-bin tomographic shear survey,
p can easily be of the order of several hundreds or more if other
probes are jointly measured such as galaxy clustering or magnifi-
cation. This necessitates on the order of a thousand and more inde-
pendent lines of sight. This number has to be multiplied by many
if a proper treatment of the cosmology-dependence is to be taken
into account. Moreover, a simple up-scaling of smaller simulated
fields to full survey size might not be easy because of the different
area-scaling of the HSV term.

3.4 Ellipticity calibration corrections

We apply the shear calibration as described in Heymans et al.
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The multiplicative bias m is modelled as a function of the galaxy
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∑

ij wiwj(1 +mi)(1 +mj)
∑

ij wiwj
. (14)

The final calibrated 2PCFs are obtained by dividing ξ+ and ξ− by
1 + K. The amplitude of 1 + K is around 0.91 on all scales. The
errors on the correlation function from the fit uncertainty are negli-
gible compared to our statistical errors. Furthermore, we calculate
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certainty, and show in Sect. 6.2 that the cosmological results remain
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Figure 6 shows the combined and corrected 2PCFs, which are
the weighted averages over the four Wide patches with the number

5 kids.strw.leidenuniv.nl
6 www.darkenergysurvey.org
7 http://www.naoj.org/Projects/HSC/HSCProject.html
8 www.euclid-ec.org
9 http://www.lsst.org/lsst
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Figure 6. The measured shear correlation functions ξ+ (black squares) and
ξ− (blue circles), combined from all four Wide patches. The error bars cor-
respond to the total covariance diagonal. Negative values are shown as thin
points with dotted error bars. The lines are the theoretical prediction using
the WMAP7 best-fitting cosmology and the non-linear model described in
Sect. 4.3. The data points and error bars are listed in Table B1.
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Figure 7. The measured shear correlation functions ξ+ (top panel) and ξ−
(bottom), for the four Wide patches. The error bars correspond to Poisson
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of pairs as weights. Note that the data points are strongly corre-
lated, in particular ξ+ on scales larger than about 10 arcmin. Cos-
mological results using this data will be presented in Sect. 5. The
correlation signal split up into the contributions from the four Wide
patches is plotted in Fig. 7. There is no apparent outlier field. The
scatter is larger than suggested by the Poisson noise on large scales,
in agreement with the expected cosmic variance.
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complex astrophysics which may be difficult to determine with
precision, it is appealing to consider an alternate strategy, where one
removes the intrinsic clustering part of the signal, leaving, ideally,
the pure lensing signal. If this can be achieved, then confrontation
with theory becomes much more straightforward and robust. The
purpose of this paper is to investigate to what extent this can be
achieved, using a ‘nulling’ technique similar to that which has been
proposed to deal with IAs in cosmic shear. Nulling can be achieved
because we know (for a given cosmology) how the source of the
magnification signal depends on redshift, and we can exploit this
to find combinations of correlations which do not include intrinsic
clustering terms.

The problems of dealing with IAs in cosmic shear and intrin-
sic clustering in cosmic magnification are in some respects similar,
but in others different. In both cases, the observable quantity (the
ellipticity in the case of shear, the number density in the case of
magnification) depends to first order on the addition of two compo-
nents, so any quadratic quantities such as the correlation function
or power spectrum of the observables have four terms. The main
differences are that in the cosmic shear case, the contaminants are
relatively small, but poorly known theoretically, whereas in the mag-
nification case, the contaminating terms are large, but in principle
measurable.

The structure of the paper is as follows. In Section 2 we review the
theory of cosmic magnification. In Section 3 we develop the nulling
theory, and in Section 4 we present results, with conclusions given
in Section 5.

2 C O S M I C M AG N I F I C AT I O N
AND AMPLIFICATI ON

The distortion of light bundles leads to a mapping from the source
plane to the image plane which is described by a symmetric am-
plification matrix, which is decomposed into a convergence κ , and
two shear terms γ 1 and γ 2, which describe distortions along the
coordinate axes and at 45◦, respectively:

A =
(

1 − κ + γ1 −γ2

−γ2 1 − κ − γ1

)
.

Size changes (and hence flux changes, by Liouville’s theorem) are
related to the inverse of the Jacobian of the transformation, which
to linear order is

µ ≃ 1 + 2κ + O(κ2).

This is the magnification or amplification. Let the unmagnified
average number density at position r above a flux limit f be n̄(>
f , r), and we assume that near the flux limit of a survey it has a
slope α, i.e.

n̄(> f , r) ∝ f −α,

then the expected observed galaxy counts, neglecting intrinsic clus-
tering, for given magnification µ(r) will be

n(> f , r) = n̄(> f , r)µ(r)α−1.

The solid angle elements are also magnified, thus lowering the
number density and resulting in the µ−1 factor (Narayan 1989).
Note that the slope may be dependent on r (only via r ≡ |r| if
the survey selection is isotropic within the observed area), and that
the power law need not extend over a wide range of f ; it is the
local slope at the flux limit which is required. If we include intrinsic
clustering of the sources, characterized by a fractional overdensity

δg, then the observed number density of galaxies at position r is
given by (dropping the >f )

n(r) = n̄(r)µ(r)α−1
[
1 + δg(r)

]
,

where δg is the intrinsic fractional overdensity of galaxies. If
we define b as the bias parameter, here in real space, so δg ≡
bδ, where δ is the fractional mass overdensity, then linearizing
gives

n(r) = n̄(r) [1 + λκ + bδ(r)] ,

where λ ≡ 2(α − 1) may be a function of r, as may b, through time
evolution. λ should be relatively easy to measure from sufficiently
deep photometric catalogues, so we initially regard it as fixed and
known. The convergence is

κ(r) = A

∫ r

0
dr ′ FK (r, r ′) δ(r ′),

where FK(r, r′) = r′(r − r′)/[ra(r′)] for a flat Universe (for r > r′, 0
otherwise) and A = 3H2

0&m/(2c2). We will assume flatness, but this
can be easily generalized. Thus since κ is linear in δ, we have to
linear order that the fractional number overdensity ' ≡ n/n̄ − 1 is

'(r) = λ(r)κ(r) + b(r)δ(r).

Let us consider the two-point statistics of ', for a tomographic sur-
vey divided into nbins shells in estimated redshift (normally coming
from photometric redshift estimates). We will frame this discussion
in real space, but will switch to Fourier space in Section 3. The
two-point cross-correlation function of the number overdensity in
two shells i and j is (with obvious notation)

⟨'i'j ⟩ = λiλj ⟨κiκj ⟩ + bibj ⟨δiδj ⟩

+λibj ⟨κiδj ⟩ + biλj ⟨δiκj ⟩; i, j = 1, . . . , nbins.

If we wish to have a clean cosmological test, then it is the first term
which is of most interest, as it does contain galaxy bias, which is not
precisely known. If we are to use it, then we need to remove or model
the other terms. In this paper we choose the former strategy, which
can be achieved by nulling out the remaining terms. This is very sim-
ilar to what has been proposed by Joachimi & Schneider (2008) and
Joachimi & Schneider (2009) for removal of intrinsic alignment (IA)
terms in cosmic shear, where the second term is analogous to the so-
called II term, and the cross-terms are GI terms in cosmic shear (and
only one survives in that case). We turn to how to do this in the next
section.

There are two main differences between magnification nulling
and IA. One is the magnitude of the effect. GI is generally subdom-
inant to the desired GG shear signal, whereas here the κδ terms far
exceed the bias-independent κκ term (see the top panels of Fig. 1).
The other difference is that we have rather poor theoretical under-
standing of the GI term, whereas we can in principle make some
measurements of bias of galaxies.

3 N U L L I N G

As with the shear nulling method of Joachimi & Schneider (2008),
we cross-correlate the overdensity of galaxies in a tomographic bin
labelled by i with a weighted average of the overdensities in all other
tomographic bins. Writing this average as Di(θ ) in the continuum
limit, where θ is an angular position on the sky,

Di(θ ) =
∫ ∞

0
dr W i(r)'(r).

If we choose Wi(r) to be zero for r close to ri (the centre of the
tomographic bin i), then the intrinsic clustering term (a product
of bδ terms) will be small. This is analogous to the downweighting
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number density and resulting in the µ−1 factor (Narayan 1989).
Note that the slope may be dependent on r (only via r ≡ |r| if
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gives
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deep photometric catalogues, so we initially regard it as fixed and
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which is of most interest, as it does contain galaxy bias, which is not
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Clustering with flux magnification and shear 3

Deflection of light by intervening matter causes the observed
number density of sources to be changed in two ways:

(i) The solid angle behind the lens is increased by a factor of µ
(where µ is the local magnification factor), thus the observed posi-
tion of sources is changed leading to a dilution of sources behind a
foreground over–density

(ii) The observed size of the source is changed, leading to a
change in the observed flux of the source as surface brightness is
conserved by lensing. The observed number density of sources may
then change in a flux–limited survey, as sources are (de–)amplified
across this flux limit f . This is equivalent to a local effective change
in the flux limit of the survey, which changes to f/µ.

These two effects then modify the observed number density of
sources at position ✓,� as

n(> f,✓,�) =
n
0

(> f/µ(✓,�),✓)
µ(✓)

. (4)

Approximating the unlensed number counts as following a
power law at the faint end, n

0

(> f) / f↵, the observed number
counts are given by

n(> f,✓,�) = µ↵(f)�1n
0

(> f,✓,�)

⇡ {1 + 2[↵(f)� 1]
M

(✓)}n
0

(> f,✓,�), (5)

where the weak lensing approximation µ ⇡ 1 + 2 has been used
and the result Taylor–expanded around  = 0.

From Equation (5) it is clear that when ↵ = 1 the overall mag-
nification effect does not cause a change in the observed number
density of sources, as the dilution of sources is perfectly balanced
by the increased number of galaxies caused by the amplification of
sources over the flux limit of the survey. Alternatively, when ↵ 6= 1

there will be an overall increase/reduction in the observed number
of sources. In terms of magnitudes,

↵(i
AB

) = 2.5
d log

10

n(> i
AB

)

di
AB

. (6)

where we have quoted an i–band, AB magnitude i
AB

, chosen here
as we will use this passband when analysing CFHTLenS data
in Section 3.2. Defining the number density contrast as �n =

(n�n
0

)/n
0

, Equation (5) gives the fluctuation in observed number
density due to magnification:

�nm(✓) = 2(↵� 1)M (✓). (7)

The observed number density contrast is then

�n(i)
(✓) = �n(i)

m (✓) + �n(i)
g (✓) + �n(i)

rn(✓), (8)

with being �ng the contribution from the intrinsic clustering of the
sources, and �nrn a random stochastic element.

The projected number density contrast due to intrinsic cluster-
ing is related to the three–dimensional number density fluctuations
�g by

�ng(✓) =

Z �H

0

d� p
(i)
M (�)�g(✓,�). (9)

As number density fluctuations and source ellipticity vanishes
when averaged over large scales, we consider two–point correla-
tions of these quantities. In particular, we consider the two–point
correlation of the Fourier coefficients of the convergence and num-
ber density contrast, related to the power spectrum P by:

hx(i)
(`)y(j)

(`0)i = (2⇡)2�D(`� `0)P (ij)
xy (`), (10)

for variables x, y = {�n,s}. The two–dimensional Dirac
delta function �D(` � `0) illustrates the non–mixing of angular
wavenumber (`) modes due to homogeneity on the sky, and we
make a flat sky approximation. We construct three observables:
Firstly, the ‘galaxy clustering’ power spectra, constructed from
position–position correlations including flux magnification contri-
butions:

P
(ij)
�n�n(`) = P (ij)

mm(`) + P (ij)
gg (`) + P (ij)

mg (`) + P (ij)
gm (`)

+�ijKPSN
�n . (11)

Secondly, ‘cosmic shear’ power using ellipticity–ellipticity corre-
lations:

P (ij)
✏✏ (`) = P (ij)

SS
(`) + �ijKPSN

✏ . (12)

Thirdly, ‘galaxy–galaxy lensing’ power spectra, using position–
ellipticity correlations:

P
(ij)
✏�n (`) = P (ij)

Sg(`) + P (ij)
Sm(`), (13)

where �ijK is the Kronecker symbol. For notational convenience, we
have altered subscripts so that subscript ‘m’ denotes the fluctuation
in number density due to flux magnification (formally �nm) and
subscript ‘g’ the fluctuation due to intrinsic clustering (formally
�ng). The stochastic term for the number density contrast and shear
are uncorrelated with the other quantities and only contribute to
the shot noise (PSN ) in the autocorrelation term. Readers should
note that the presence of flux magnification modifies not only the
clustering power spectra, but also adds an additional term to the
galaxy–galaxy lensing power spectra.

The fluctuation due to intrinsic clustering is related to the mat-
ter over–density via a bias term (b) that can be scale– or distance–
dependent so that the intrinsic clustering contribution to the power
spectrum is given by

P�g�g (k, z) = b2(k, z)P��(k, z), (14)
P�g�(k, z) = b(k, z)r(k, z)P��(k, z), (15)

where r(k, z) is a stochastic bias which we take to be unity for the
remainder of this paper. Here, P�� denotes the three–dimensional
matter density power spectrum, and P�g�g the three–dimensional
intrinsic clustering number density contrast power spectrum. In this
work, the matter power spectrum is modelled using Eisenstein &
Hu (1998) transfer functions with Smith et al. (2003) non–linear
corrections.

All power spectra terms for projected quantities are related to
the three–dimensional dark matter power spectra using the Limber
approximation in the flat sky limit. The contributions to the number
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work, the matter power spectrum is modelled using Eisenstein &
Hu (1998) transfer functions with Smith et al. (2003) non–linear
corrections.

All power spectra terms for projected quantities are related to
the three–dimensional dark matter power spectra using the Limber
approximation in the flat sky limit. The contributions to the number
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Deflection of light by intervening matter causes the observed
number density of sources to be changed in two ways:

(i) The solid angle behind the lens is increased by a factor of µ
(where µ is the local magnification factor), thus the observed posi-
tion of sources is changed leading to a dilution of sources behind a
foreground over–density

(ii) The observed size of the source is changed, leading to a
change in the observed flux of the source as surface brightness is
conserved by lensing. The observed number density of sources may
then change in a flux–limited survey, as sources are (de–)amplified
across this flux limit f . This is equivalent to a local effective change
in the flux limit of the survey, which changes to f/µ.

These two effects then modify the observed number density of
sources at position ✓,� as

n(> f,✓,�) =
n
0

(> f/µ(✓,�),✓)
µ(✓)

. (4)

Approximating the unlensed number counts as following a
power law at the faint end, n

0

(> f) / f↵, the observed number
counts are given by

n(> f,✓,�) = µ↵(f)�1n
0

(> f,✓,�)

⇡ {1 + 2[↵(f)� 1]
M

(✓)}n
0

(> f,✓,�), (5)

where the weak lensing approximation µ ⇡ 1 + 2 has been used
and the result Taylor–expanded around  = 0.

From Equation (5) it is clear that when ↵ = 1 the overall mag-
nification effect does not cause a change in the observed number
density of sources, as the dilution of sources is perfectly balanced
by the increased number of galaxies caused by the amplification of
sources over the flux limit of the survey. Alternatively, when ↵ 6= 1

there will be an overall increase/reduction in the observed number
of sources. In terms of magnitudes,

↵(i
AB

) = 2.5
d log

10

n(> i
AB

)

di
AB

. (6)

where we have quoted an i–band, AB magnitude i
AB

, chosen here
as we will use this passband when analysing CFHTLenS data
in Section 3.2. Defining the number density contrast as �n =

(n�n
0

)/n
0

, Equation (5) gives the fluctuation in observed number
density due to magnification:

�nm(✓) = 2(↵� 1)M (✓). (7)

The observed number density contrast is then

�n(i)
(✓) = �n(i)

m (✓) + �n(i)
g (✓) + �n(i)

rn(✓), (8)

with being �ng the contribution from the intrinsic clustering of the
sources, and �nrn a random stochastic element.

The projected number density contrast due to intrinsic cluster-
ing is related to the three–dimensional number density fluctuations
�g by

�ng(✓) =

Z �H

0

d� p
(i)
M (�)�g(✓,�). (9)

As number density fluctuations and source ellipticity vanishes
when averaged over large scales, we consider two–point correla-
tions of these quantities. In particular, we consider the two–point
correlation of the Fourier coefficients of the convergence and num-
ber density contrast, related to the power spectrum P by:

hx(i)
(`)y(j)

(`0)i = (2⇡)2�D(`� `0)P (ij)
xy (`), (10)

for variables x, y = {�n,s}. The two–dimensional Dirac
delta function �D(` � `0) illustrates the non–mixing of angular
wavenumber (`) modes due to homogeneity on the sky, and we
make a flat sky approximation. We construct three observables:
Firstly, the ‘galaxy clustering’ power spectra, constructed from
position–position correlations including flux magnification contri-
butions:

P
(ij)
�n�n(`) = P (ij)

mm(`) + P (ij)
gg (`) + P (ij)

mg (`) + P (ij)
gm (`)

+�ijKPSN
�n . (11)

Secondly, ‘cosmic shear’ power using ellipticity–ellipticity corre-
lations:

P (ij)
✏✏ (`) = P (ij)

SS
(`) + �ijKPSN

✏ . (12)

Thirdly, ‘galaxy–galaxy lensing’ power spectra, using position–
ellipticity correlations:

P
(ij)
✏�n (`) = P (ij)

Sg(`) + P (ij)
Sm(`), (13)

where �ijK is the Kronecker symbol. For notational convenience, we
have altered subscripts so that subscript ‘m’ denotes the fluctuation
in number density due to flux magnification (formally �nm) and
subscript ‘g’ the fluctuation due to intrinsic clustering (formally
�ng). The stochastic term for the number density contrast and shear
are uncorrelated with the other quantities and only contribute to
the shot noise (PSN ) in the autocorrelation term. Readers should
note that the presence of flux magnification modifies not only the
clustering power spectra, but also adds an additional term to the
galaxy–galaxy lensing power spectra.

The fluctuation due to intrinsic clustering is related to the mat-
ter over–density via a bias term (b) that can be scale– or distance–
dependent so that the intrinsic clustering contribution to the power
spectrum is given by

P�g�g (k, z) = b2(k, z)P��(k, z), (14)
P�g�(k, z) = b(k, z)r(k, z)P��(k, z), (15)

where r(k, z) is a stochastic bias which we take to be unity for the
remainder of this paper. Here, P�� denotes the three–dimensional
matter density power spectrum, and P�g�g the three–dimensional
intrinsic clustering number density contrast power spectrum. In this
work, the matter power spectrum is modelled using Eisenstein &
Hu (1998) transfer functions with Smith et al. (2003) non–linear
corrections.

All power spectra terms for projected quantities are related to
the three–dimensional dark matter power spectra using the Limber
approximation in the flat sky limit. The contributions to the number
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Figure 5. Contributions to the number density contrast power spectrum for a combination of background redshift bins, for the S4 survey of Fig. 4. The
foreground bin is chosen to be redshift bin 1. It can be seen that for foreground and background that are spatially close in redshift, the overlap in redshift
distribution due to redshift errors can easily cause the magnification terms (mg or mm) to be swamped by the intrinsic clustering term (gg). As we increase the
separation in redshift between foreground and background, the amplitude of the gg term decreases whilst the cross (mg + gm) and mm terms increase.

4 RESULTS

4.1 The effect of galaxy bias

In this section, we present forecasts for our S3 and S4 survey
models, using the Fisher matrix formalism set out in Section 2.2.
Throughout this section, we only consider a clustering analysis
which includes all redshift bin correlations, and for which flux mag-
nification is modelled (AllCl). Fig. 6 shows contours for the set
of cosmological parameters laid out in Section 2.2, for the cases
where we consider constraints coming from a shear–only (Sh), and
clustering–only analysis using all redshift bin correlations (AllCl).
Fig. 7 shows 1� parameter constraints for a shear–only analy-
sis (Sh), and a combined shear and clustering analysis including
galaxy–galaxy lensing (Sh+AllCl+GGL). Both figures show con-
straints only for a S4 survey, however results for both S3 and S4
surveys are summarised in Tables 2 and 3. For analyses that contain
number density contrast as a probe, `–cuts are applied and galaxy
bias is either marginalised over (labelled as unknown galaxy bias),
or fixed to b = 1 (labelled as known galaxy bias).

It is evident that in the case where galaxy bias is known,
constraints from a clustering analysis are competitive with cos-
mic shear. However when galaxy bias is unknown and must also
be constrained from the data the constraints from clustering alone
are much weaker. This is expected, as when the linear galaxy bias is
known the intrinsic clustering contribution to the power spectrum
directly probes the matter power spectrum.

It is worth noting that constraints from clustering–only (AllCl)
on ⌦B and h are better than those from ellipticity measurements,
as the clustering data can better pick out the turnover in the mat-
ter power spectrum , since the kernel for projected number density
fluctuations (Equation 9) is much narrower than that for cosmic
shear (Equation 2). Whilst seemingly promising, distance probes
combined with CMB measurements will also constrain these pa-
rameters very well.

For the combined analysis (Sh+AllCl+GGL) there can be
a significant improvement when adding clustering and galaxy–

galaxy lensing to cosmic shear. However the improvement to
constraints on cosmological parameters is dependent on whether
galaxy bias is constrained using the data, or set to a fixed known
value (Fig. 7). If galaxy bias is known there is a marked improve-
ment in constraints, especially in the ⌦M � �

8

plane. This is
in agreement with the results of van Waerbeke (2010), in which
galaxy bias was assumed linear and fixed to b = 1. If galaxy bias is
unknown some of the additional constraining power from cluster-
ing and galaxy–galaxy lensing is lost, with FoM

DE

approximately
3.4 times larger for the Sh+AllCl+GGL case if galaxy bias is fixed
rather than free. We therefore conclude that the constraints pre-
sented in van Waerbeke (2010) will be too optimistic. In fact, in the
Sh+AllCl+GGL analysis, much of the information on bias comes
from galaxy–galaxy lensing, which allows internal calibration of
galaxy bias. As a consequence, using both shear and number den-
sity to constrain both cosmology and galaxy bias simultaneously
does not lead to much loss of information, provided the parameter-
isation of galaxy bias is realistic.

Even when the galaxy bias is unknown and simultaneously
constrained with the clustering data, the improvement in parame-
ter constraints from the addition of information from galaxy clus-
tering and galaxy–galaxy lensing (Sh+AllCL+GGL) is significant,
corresponding to an increase by a factor of 3.7 in FoM

DE

from its
cosmic–shear–only value (Sh), for a S4 survey. We draw similar
conclusions for the S3 model, with improvements in FoM value by
a factor of 6.3 for Sh+AllCl+GGL over the shear–only value. The
larger improvement from a combined analysis over shear–only in
this case is due to decrease in shot noise in the clustering correla-
tions, as the photometric sample is larger than the shape sample for
the S3 model.

If galaxy bias can be constrained externally, the picture will
be intermediate between the scenarios presented so far. Therefore,
we consider how much information can be regained by correlating
galaxy bias parameters across redshift bins, equivalent to making
the galaxy bias a smoother function in redshift, or limiting its uncer-
tainty using an external probe, by the addition of a prior on galaxy
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Deflection of light by intervening matter causes the observed
number density of sources to be changed in two ways:

(i) The solid angle behind the lens is increased by a factor of µ
(where µ is the local magnification factor), thus the observed posi-
tion of sources is changed leading to a dilution of sources behind a
foreground over–density

(ii) The observed size of the source is changed, leading to a
change in the observed flux of the source as surface brightness is
conserved by lensing. The observed number density of sources may
then change in a flux–limited survey, as sources are (de–)amplified
across this flux limit f . This is equivalent to a local effective change
in the flux limit of the survey, which changes to f/µ.

These two effects then modify the observed number density of
sources at position ✓,� as

n(> f,✓,�) =
n
0

(> f/µ(✓,�),✓)
µ(✓)

. (4)

Approximating the unlensed number counts as following a
power law at the faint end, n

0

(> f) / f↵, the observed number
counts are given by

n(> f,✓,�) = µ↵(f)�1n
0

(> f,✓,�)

⇡ {1 + 2[↵(f)� 1]
M

(✓)}n
0

(> f,✓,�), (5)

where the weak lensing approximation µ ⇡ 1 + 2 has been used
and the result Taylor–expanded around  = 0.

From Equation (5) it is clear that when ↵ = 1 the overall mag-
nification effect does not cause a change in the observed number
density of sources, as the dilution of sources is perfectly balanced
by the increased number of galaxies caused by the amplification of
sources over the flux limit of the survey. Alternatively, when ↵ 6= 1

there will be an overall increase/reduction in the observed number
of sources. In terms of magnitudes,

↵(i
AB

) = 2.5
d log

10

n(> i
AB

)

di
AB

. (6)

where we have quoted an i–band, AB magnitude i
AB

, chosen here
as we will use this passband when analysing CFHTLenS data
in Section 3.2. Defining the number density contrast as �n =

(n�n
0

)/n
0

, Equation (5) gives the fluctuation in observed number
density due to magnification:

�nm(✓) = 2(↵� 1)M (✓). (7)

The observed number density contrast is then

�n(i)
(✓) = �n(i)

m (✓) + �n(i)
g (✓) + �n(i)

rn(✓), (8)

with being �ng the contribution from the intrinsic clustering of the
sources, and �nrn a random stochastic element.

The projected number density contrast due to intrinsic cluster-
ing is related to the three–dimensional number density fluctuations
�g by

�ng(✓) =

Z �H

0

d� p
(i)
M (�)�g(✓,�). (9)

As number density fluctuations and source ellipticity vanishes
when averaged over large scales, we consider two–point correla-
tions of these quantities. In particular, we consider the two–point
correlation of the Fourier coefficients of the convergence and num-
ber density contrast, related to the power spectrum P by:

hx(i)
(`)y(j)

(`0)i = (2⇡)2�D(`� `0)P (ij)
xy (`), (10)

for variables x, y = {�n,s}. The two–dimensional Dirac
delta function �D(` � `0) illustrates the non–mixing of angular
wavenumber (`) modes due to homogeneity on the sky, and we
make a flat sky approximation. We construct three observables:
Firstly, the ‘galaxy clustering’ power spectra, constructed from
position–position correlations including flux magnification contri-
butions:

P
(ij)
�n�n(`) = P (ij)

mm(`) + P (ij)
gg (`) + P (ij)

mg (`) + P (ij)
gm (`)

+�ijKPSN
�n . (11)

Secondly, ‘cosmic shear’ power using ellipticity–ellipticity corre-
lations:

P (ij)
✏✏ (`) = P (ij)

SS
(`) + �ijKPSN

✏ . (12)

Thirdly, ‘galaxy–galaxy lensing’ power spectra, using position–
ellipticity correlations:

P
(ij)
✏�n (`) = P (ij)

Sg(`) + P (ij)
Sm(`), (13)

where �ijK is the Kronecker symbol. For notational convenience, we
have altered subscripts so that subscript ‘m’ denotes the fluctuation
in number density due to flux magnification (formally �nm) and
subscript ‘g’ the fluctuation due to intrinsic clustering (formally
�ng). The stochastic term for the number density contrast and shear
are uncorrelated with the other quantities and only contribute to
the shot noise (PSN ) in the autocorrelation term. Readers should
note that the presence of flux magnification modifies not only the
clustering power spectra, but also adds an additional term to the
galaxy–galaxy lensing power spectra.

The fluctuation due to intrinsic clustering is related to the mat-
ter over–density via a bias term (b) that can be scale– or distance–
dependent so that the intrinsic clustering contribution to the power
spectrum is given by

P�g�g (k, z) = b2(k, z)P��(k, z), (14)
P�g�(k, z) = b(k, z)r(k, z)P��(k, z), (15)

where r(k, z) is a stochastic bias which we take to be unity for the
remainder of this paper. Here, P�� denotes the three–dimensional
matter density power spectrum, and P�g�g the three–dimensional
intrinsic clustering number density contrast power spectrum. In this
work, the matter power spectrum is modelled using Eisenstein &
Hu (1998) transfer functions with Smith et al. (2003) non–linear
corrections.

All power spectra terms for projected quantities are related to
the three–dimensional dark matter power spectra using the Limber
approximation in the flat sky limit. The contributions to the number
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Fig. 5. Optimally weighted cross-correlation
function between the complete dropout sam-
ples and the different foreground galaxy sam-
ples. The solid line correspond to the predic-
tions based on the LF slopes of Sawicki &
Thompson (2006).

cross-correlation functions we report the total significance of the
detection as computed with the help of the covariance matrix.
See Fig. 6 for an example of such a matrix.

4.4. Tests for systematics

In order to test for possible systematics we select stars from
our catalogues via a cut in magnitude and half-light-radius
and cross-correlate these to our LBG samples. The amplitudes
of the normal cross-correlation functions are mostly consistent
with zero in all magnitude bins and for all LBG redshifts. The
optimally-weighted cross-correlation functions are all consistent
with zero as well.

Furthermore, we checked the influence of the choice of the
foreground sample. We included galaxies with photo-z estimates
in regions where we would expect some contamination of the
LBG samples. For example, including galaxies with zphot < 0.5
into the foreground sample that is cross-correlated to the g-
dropouts leads to a boost in the amplitudes. In particular, the
anti-correlations, which were observed before when excluding
this low-z range, vanish. The signal turns positive for the faintest
g-dropouts. This is in clear contradiction to the predicted lens-
ing signal which should be negative because of the shallow
slope of the LF at the faint end. Similarly, the negative sig-
nal for the faintest r-dropouts turns positive if galaxies with
0.5 < zphot < 1.0 are included in the foreground sample. These
excess signals can be explained by redshift overlap leading to
physical cross-correlations between the small number of con-
taminants of the LBG samples and the foreground galaxies.

But then, the fact that we do see negative cross-correlations
of the expected amplitude and angular dependence when these
problematic foreground redshifts are excluded from the low-z
sample is a strong argument for the robustness of the analysis.
While a small fraction of low-z contaminants is probably still
present in our background LBG samples these do not change the
amplitude or the shape of the signal but only add noise since they
do not carry a lensing signal.

5. Conclusions

For the first time we detect cosmic magnification in samples of
normal galaxies. With the help of the Lyman-break technique
we select background samples of high surface density and large
lensing efficiency (due to their high redshifts) from data of the
CFHTLS-Deep survey. We cross-correlate these LBGs to low-z
foreground galaxies which we select by accurate photo-z’s. The
expected signals are estimated by taking external LBG-LF esti-
mates from the literature. There is good agreement between the
observed signals and the theoretically predicted ones in ampli-
tude as well as in angular dependence. Some deviations can be
explained by Eddington bias, the linearisation of the magnifica-
tion, and uncertainties in the cosmological parameters. The LBG
samples used here represent the highest redshift population that
has been used in weak gravitational lensing so far.

Having proven that cosmic magnification with normal galax-
ies works in practice we plan to apply this technique to large
imaging surveys in the future. In contrast to cosmic magnifi-
cation measurements with QSOs, using galaxies as sources has
the advantage of much higher source densities. Also compared

Hildebrand et al 2009
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Figure 6. Fisher matrix forecast showing marginal two–parameter, 1� constraints for an S4 space–based survey, considering measurements of galaxy ellip-
ticities only (“shear only”, solid blue line), and galaxy clustering including flux magnification. Fixed galaxy bias (b = 1) is shown in black (dot–dashed),
and unknown galaxy bias (simultaneously constrained with the data) is shown in red (dashed). Constraints from clustering with flux magnification assume
↵ = 0.7, and only contain data from linear scales. Cuts on `–modes are applied as detailed in Section 3.1, with �R < 0.5.

bias of the form detailed in Section 3.1. Fig. 8 shows FoM
Cos

for
a range of correlation strengths and uncertainties. It is evident that
the uncertainty in galaxy bias affects the recovery of information.
However there is only a weak degradation of figure of merit when
the correlation strength is decreased for a joint (Sh+AllCl+GGL)
analysis.

Gaztañaga et al. (2012) concluded that magnification alone
can produce better results than shear alone when the galaxy bias is
known. However ‘magnification’ there corresponds with ‘cluster-
ing’ in this work, using all contributions to number density fluctu-
ations. Accounting for the fact that we use different definitions for
our figure of merits, our results are in broad agreement. There are
differences between their analysis and that presented here: for ex-
ample, they assume linear theory when modelling the matter power
spectrum, and apply `–cuts to all probes, including their shear mea-
surements, suggesting they under–estimate the constraining power
of cosmic shear. Additionally, they modelled galaxy bias using four
free parameters, whereas we assign a galaxy bias nuisance param-
eter to each redshift bin used. As a result, Gaztañaga et al. (2012)
found that clustering (or magnification in their terminology) with
unknown galaxy bias is much more competitive with cosmic shear
than we find in this work. However the conclusion in both analyses

is that when galaxy bias is known, galaxy clustering can be a com-
petitive probe of cosmology to cosmic shear alone. Similarly, both
analyses show that the combination of galaxy clustering, galaxy–
galaxy lensing and cosmic shear gives a significant improvement
in statistical errors on cosmological parameters over cosmic shear
alone.

Eifler et al. (2013) consider a non–tomographic analysis which
includes all cross–correlations between a intrinsic clustering, shear,
galaxy–galaxy lensing, and magnification for a survey modelled
on DES. The authors conclude that whilst the combination of all
probes significantly improves the constraints over each individu-
ally, the inclusion of a magnification analysis does not substantially
contribute to the information in joint shear, clustering and galaxy–
galaxy lensing analysis, in agreement with the results we present
here. However, the authors go beyond the assumption that the data
are Gaussian distributed, and model a non–Gaussian contribution
by summing tri–spectrum contributions using the halo model. They
conclude that the change in forecasting cosmological parameter
constraints for the full combined analysis due to incorrectly assum-
ing Gaussianity is comparable to the change in constraints between
taking known or free galaxy bias nuisance parameters. This change
is largest for �

8

and ns, with the dark energy equation of state w
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Figure 6. Fisher matrix forecast showing marginal two–parameter, 1� constraints for an S4 space–based survey, considering measurements of galaxy ellip-
ticities only (“shear only”, solid blue line), and galaxy clustering including flux magnification. Fixed galaxy bias (b = 1) is shown in black (dot–dashed),
and unknown galaxy bias (simultaneously constrained with the data) is shown in red (dashed). Constraints from clustering with flux magnification assume
↵ = 0.7, and only contain data from linear scales. Cuts on `–modes are applied as detailed in Section 3.1, with �R < 0.5.

bias of the form detailed in Section 3.1. Fig. 8 shows FoM
Cos

for
a range of correlation strengths and uncertainties. It is evident that
the uncertainty in galaxy bias affects the recovery of information.
However there is only a weak degradation of figure of merit when
the correlation strength is decreased for a joint (Sh+AllCl+GGL)
analysis.

Gaztañaga et al. (2012) concluded that magnification alone
can produce better results than shear alone when the galaxy bias is
known. However ‘magnification’ there corresponds with ‘cluster-
ing’ in this work, using all contributions to number density fluctu-
ations. Accounting for the fact that we use different definitions for
our figure of merits, our results are in broad agreement. There are
differences between their analysis and that presented here: for ex-
ample, they assume linear theory when modelling the matter power
spectrum, and apply `–cuts to all probes, including their shear mea-
surements, suggesting they under–estimate the constraining power
of cosmic shear. Additionally, they modelled galaxy bias using four
free parameters, whereas we assign a galaxy bias nuisance param-
eter to each redshift bin used. As a result, Gaztañaga et al. (2012)
found that clustering (or magnification in their terminology) with
unknown galaxy bias is much more competitive with cosmic shear
than we find in this work. However the conclusion in both analyses

is that when galaxy bias is known, galaxy clustering can be a com-
petitive probe of cosmology to cosmic shear alone. Similarly, both
analyses show that the combination of galaxy clustering, galaxy–
galaxy lensing and cosmic shear gives a significant improvement
in statistical errors on cosmological parameters over cosmic shear
alone.

Eifler et al. (2013) consider a non–tomographic analysis which
includes all cross–correlations between a intrinsic clustering, shear,
galaxy–galaxy lensing, and magnification for a survey modelled
on DES. The authors conclude that whilst the combination of all
probes significantly improves the constraints over each individu-
ally, the inclusion of a magnification analysis does not substantially
contribute to the information in joint shear, clustering and galaxy–
galaxy lensing analysis, in agreement with the results we present
here. However, the authors go beyond the assumption that the data
are Gaussian distributed, and model a non–Gaussian contribution
by summing tri–spectrum contributions using the halo model. They
conclude that the change in forecasting cosmological parameter
constraints for the full combined analysis due to incorrectly assum-
ing Gaussianity is comparable to the change in constraints between
taking known or free galaxy bias nuisance parameters. This change
is largest for �

8

and ns, with the dark energy equation of state w
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Figure 7. As Fig. 6, but instead comparing measurements from galaxy ellipticities only (“shear only”, solid), with a combination of shear and galaxy clustering
measurements including galaxy–galaxy lensing, for known galaxy bias, b = 1, (dot–dashed), and unknown galaxy bias which is simultaneously constrained
by the data (dashed).

insensitive to non–Gaussianity. However there is no cut on highly
non–linear scales in the clustering signal, and as we expect that the
effect would be reduced if highly non–linear scales are removed
from the analysis, we therefore expect our results to be robust even
under the Gaussian assumption, particularly for dark energy param-
eters.

4.2 The contribution from flux magnification

In this section, we investigate how much of the constraining power
using galaxy clustering (AllCl) comes from the magnification terms
(Pmm, Pmg+Pgm in Equation 11), and how much comes from in-
trinsic clustering only (Pgg). If ↵ = 1, the terms which depend
on the magnification are identically zero, so that number density
fluctuations come from the intrinsic clustering only. In the limit of
large ↵, the clustering power spectrum is dominated by the mag-
nification contribution (Pmm) for all redshift bin combinations. By
altering ↵, we can therefore alter the strength of the contribution
from flux magnification, and therefore test the level of contribution
to parameter constraints from the magnification effect.

Fig. 9 shows the figure of merit (FoM
Cos

) as a function of
↵ from galaxy clustering–only (AllCl), and a combined clustering,

Figure 8. FoM
Cos

as a function of �
0

and ⌫ ( the uncertainty and corre-
lation in the galaxy bias prior as detailed in Equation 34) for an S4 survey,
using the Sh+AllCl+GGL analysis.
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experimental methods, link to 
OUPHZ

WP03: Image Simulations (link 
to OU-SIM)

Massimo Meneghetti,Frederic 
Courbin

Requirements and roadmaps 
for image sims; link to E2E 
group, OUSIM

WP04: Cosmological 
Simulations (link to SIM-SWG)

Alina Kiessling, Robert Smith Link to CosmoSimSWG 
requirements on simulations

WP05: Lensing estimators (link 
to OU-LE3)

Martin Kilbinger, Peter 
Schneider

Estimator investigations, links 
to OULE3

WP06: Joint Probes to be initiated once IST 
situation is set

TBD

WP07: Cosmological 
Exploitation

to be initiated once IST 
situation is set

TBD

WP08: Systematic Tests Patrick Simon, Konrad Kuijken Systematic tests overview, 
links to all OUs and instrument 
teams

WP09: Cluster lensing (link to 
CL-SWG)

Jim Bartlett Maintain and investigate 
cluster lensing issues, link to 
Cluster SWG

WP10: Galaxy-Galaxy lensing 
(link to GEV-SWG)

Malin Velander, Marcello 
Cacciato

Maintain and investigate 
galaxy-galaxy lensing issues, 
link to Legacy SWGs

WP11: Magnification (internal + 
CL & GEV)

Alan Heavens Maintain and investigate 
magnification lensing issues

WP12: PSF Measurement Lance Miller Requirements on PSF 
measurement, test 
experimental methods, link to 
OUSHE

Special ("tiger teams" to address an important and open topic, will become proper WPs after the initial tiger team period)

Name Managers Brief Remit/Overview
SP01: Intrinsic Alignments Benjamin Joachimi Tiger Team on IA
SP02: Mass Mapping Sandrine Pires, Eric Jullo Tiger Team on Mass Mappin
SP03: EMA use cases and 
SGS use cases

Karim Benabed, Mario 
Radovich

Tiger Team on EMA use Cases

SP04: Flexion David Bacon , Adreinne 
Leonard

Tiger Team on Flexion
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Shear
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• Galaxies:

HANDBOOK FOR THE GREAT08 CHALLENGE 5

Fig 2. Illustration of the forward problem. The upper panels show how the original galaxy
image is sheared, blurred, pixelised and made noisy. The lower panels show the equivalent
process for (point-like) stars. We only have access to the right hand images.

sian noise due to detector effects. The majority of galaxies we need to use
for cosmological measurements are faint: a typical uncertainty in the total
amount of galaxy light is 5 percent.

Stars are far enough away from us to appear point-like. They therefore
provide noisy and pixelised images of the convolution kernel (lower panels of
Fig. 2). The convolution kernel is typically of a similar size to the galaxies we
are observing. If it were not accounted for, we would therefore underestimate
the shear. The kernel can also be up to ten times more elliptical than the
ellipticity induced by gravitational shear. If this is improperly accounted
for, it can masquerade as the cosmological effect we are trying to measure.
In real astronomical observations, the kernel varies across a single image
containing hundreds of stars and galaxies, and also from one image to the
next. Since stars are distributed all over the sky we can use nearby stars on
a given image to estimate the kernel for a given galaxy.

The most significant obstacle to shear measurement is that the intrinsic
shape of each galaxy is unknown. Even the probability distribution function
of possible shapes from which it could have been drawn is highly uncertain;
we do not even have a good parameterisation for galaxy shapes. We try
to categorise galaxies into three types: spirals (e.g. Fig. 2), ellipticals and
irregulars but many galaxies are somewhere between the categories.

One good assumption that we can make is that unlensed galaxies are
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 OU-SHE: Shear Measurement

• Stars - Point Spread Function (PSF):
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Galaxy colors and PSF
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Figure 9. Left figure, top panel: Comparison of the true bias for model galaxy B (black solid line) with the bias using a linear interpolation of the SED using
the F606W and F814W filters, but ignoring the effect of the HST PSF. The red solid line indicates the resulting bias for the reference HST PSF. The blue solid
line shows the bias estimate when we do account for the HST PSF. The bottom panel shows the difference between the true bias and its estimate accounting
for the HST PSF. The right panels show the same as the left panels but for the reference galaxy S.

in Figure 10. Hence, the limited accuracy of the model for the HST
PSF is not an important source of error.

7 CALIBRATION OF THE BIAS

Voigt et al. (2012) proposed to use HST observations of galaxies
to determine the mean bias as a function of galaxy properties. The
precision with which this can be done depends on the intrinsic vari-
ation in galaxy properties, which in turn drives the size of the sam-
ple of galaxies that is needed. In this section we examine whether
the HST archive contains a sufficient number of resolved galaxies
observed in at least two bands to model the bias with the precision
required for Euclid’s science objectives.

Throughout this paper we have made realistic but rather con-
servative assumptions in order to estimate the bias using simulated
bulge plus disk galaxies that by design showed significant colour
gradients. The actual amplitude of the bias, however, needs to be
derived using actual observations. A preliminary analysis based
on 12,000 galaxies in the Extended Groth Strip (EGS, Davis et al.
2007) suggests an average value of ⟨m⟩ ≈ 3 × 10−3 in the worst
cases, with an uncertainty σ⟨m⟩ of a few times 10−4 computed in
redshift bins each containing about 500 galaxies (Huang et al. in
prep.).

The average bias is larger than the 3 × 10−4 measured by
Voigt et al. (2012) using their full dataset comprising∼ 700 galax-
ies. A source for this difference is our use in this paper, and in
the preliminary analysis of EGS data, of a PSF that has a larger
size and a stronger λ dependence than the one used by Voigt et al.

(2012) which is closer toEuclid’s one. Additional differences might
arise from the fact that we use different shear estimates. Further-
more, as pointed out by Voigt et al. (2012), their selection of galax-
ies may not be very representative. For instance, the EGS dataset
may contain a fraction of galaxies with red bulges larger than the
ones in the Simard et al. (2002) catalogue; as shown in Figure 6
of Voigt et al. (2012), selecting galaxies with a redder bulge en-
hances the bias to 10−3. Voigt et al. (2012) estimate a dispersion
in the bias of ∼ 7 × 10−3 for the whole sample, which suggests
that about a thousand3 galaxies per redshift bin are needed to ob-
tain σ⟨m⟩ ≃ 2 × 10−4. The error on the average we obtain from
the preliminary EGS analysis agrees with these values. As shown
in Table 4, the HST archive contains enough galaxies to reach this
precision.

7.1 Residual bias correlations

The bias depends on the intrinsic properties of the galaxies, which
in turn depend on environment. The colour gradient bias will there-
fore vary spatially. A simple correction using the average bias for
each tomographic bin may therefore not be sufficient, and still lead
to a spurious signal in the two-point cosmic shear statistics.

We assess the residual bias on the correlation function as fol-

3 Voigt et al. (2012) quote a number of galaxies that is ten times larger to
account for possible limitations in the accuracy of their analysis, which is
based on a small sample of galaxies with a bulge and disk decomposition.

14 Semboloni et al.
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Figure 11. Left panel: Distribution of ‘observed’ SDSS r − i colours of the simulated galaxies in three redshift bins. For each redshift bin, the blue (red)
solid line represents the absolute value of multiplicative bias predicted by our model (see text) as a function of observed colour for the sources with the lowest
(highest) redshift included in that bin. Right panel: Average bias ⟨m⟩ and its error σ(⟨m⟩) using the calibration sample of ∼ 62, 000 galaxies to which we
assign a bias as a function of colour and redshift as described in Section 7.

Name Area (arcmin2) Number of galaxies

EGS 650 18000
CANDELS/UDS 198 6000
CANDELS/COSMOS 198⋆ 6000
CANDELS/GOODS-CDFS 300⋆ 9000
CANDELS/GOODS-NORTH 190⋆ 5500
GEMS/CANDLES+GOODS 520 (F850LP) 15500

total 2056 62000

Table 4. Size of the HST data sample observed in both F606W and
F814W/F850LP bands. The entries marked with ⋆ are not yet (fully) avail-
able, but will be soon. All observations quoted in the table are deeper than
Euclid. The number of galaxies has been computed assuming F814W <
24.5 which matches the number density of 30 gal/arcmin2 expected for
Euclid. Note that the F850LP observations are shallower but they can still
be used with in combination with the F606W data to obtain an estimate for
the local SED.

The data listed in Table 4 were obtained as part of several sur-
veys. Including single ACS pointings as well would increase the
area by another ∼ 1000 arcmin2. Finally, dedicated deep Euclid
observations of the area covered by STAGES (Gray et al. 2009) and
COSMOS would increase the sample by more than a factor of three.
The full benefit of the latter observations requires more study be-
cause the Euclid PSF size is larger and pass-band broader. In the
following we therefore conservatively assume that we can measure
the colour gradient bias using HST observations of 62, 000 galax-
ies.

7.3 Bias model

To each galaxy in the simulation we assign a bias m, which is a
function of colour and redshift. Including the colour dependence is
important to capture the fact that galaxy colour depends on envi-
ronment. The value for the bias is obtained by taking the S galaxy
and varying the fraction of light in the bulge as we did in the top-
left panel of Figure 5. Note that increasing the fraction of light in
the bulge without changing its size results in redder galaxies with
an unrealistically small but very bright bulge. To avoid this, we in-
crease the size of the bulge accordingly, thus accounting for the in-

crease in its flux. The galaxy S has a bulge size of rh = 0.09 arcsec
which contains 25% of the light; we set rh of the bulge to that of
the disk (rh = 0.59 arcsec) when the flux of the bulge is 100%
(note that in this case we have an elliptical galaxy with no colour
gradients) and create all other cases using a linear relation between
flux and size.

Once we have created this set of model galaxies, we derive
their colours by integrating the flux over the SDSS i and r fil-
ters. The resulting colours are generally too blue compared to the
galaxies in the Millennium Simulation. These differences are likely
caused by differences in the adopted SEDs. The change in colour
with redshift for our model early-type galaxies is the same as that
of the red Millennium galaxies. Thus, we correct for this offset in
colour by shifting them slightly to match the results from the Mil-
lennium Simulation.

The left panel of Figure 11 shows the colour distribution of
the simulated Euclid-like galaxies for three redshift bins. For each
redshift bin we also show the bias as a function of the observed
colour. The blue (red) lines indicate the bias for a galaxy at the
lower (upper) limit of the respective redshift bin. In all cases the
bias reaches a maximum value when the bulge contains about 20-
30% of the light.

The bias m assigned to each galaxy in the Millennium Simu-
lation is computed by interpolating the value of the multiplicative
bias m as a function of the r− i colour at the redshift of the galaxy.
The average bias as a function of redshift is presented in the right
panel of Figure 11. Figure 11 shows that −4 × 10−3 < m <
−2 × 10−3, similar to what is found from the preliminary EGS
analysis. The dispersion of the simulated bias, however, is about
1×10−3, smaller than that found from the EGS analysis. To ensure
that our estimates remain conservative, we increase the variance of
m accordingly: we include an additional spread in the bias sampled
by a Gaussian of width σ = 6× 10−3.

This results in a simulated data set where the bias depends
on redshift and colour with an extra variance to account for varia-
tions as a function of other parameters (such as ellipticity and size).
These estimates were used to compute the errors on the mean bias
as a function of redshift presented in Figure 11, where we assume

PSF

Semboloni et al 2012



Shear bias

Can we really measure/calibrate it ? 

Which is best a low unknown bias or a high known one 

How can we build a good calibration 

simulation 

external surveys 

deep survey in Euclid 

Intense and historical activity  

STEP 

GREATXX

Summary requirements

Viola et al 2013



IA
Lot’s of activity 

Dedicated one week meeting in Bern a few weeks ago, another one planned in the spring 
2014. 

Model improving rapidly (Halo model, n-body simus with hydro) 

Data coming in (DEEP2/VVDS, BOSS, GAMA, VIPERS, COSMOS) 

Improvement on the science performance forecast 

With better modeling, better performance forecast, there’s the possibility to relax some photo-
z accuracy requirements 

Agnostic treatment of IA requires excellent photo-z 

Calibrating mitigation strategies 

1 10

0.1

0.01
Cacciato et al 2013



And also
Validation: How to validate OU products, how to organize us 

PSF modeling 

Image simulation 

Photo-Z calibration 

Data management and access 

GGL 

Flowdown to forecast (performance calculator TM) 

Survey (dithering, holes…) 

VIS (Ghosts, CTI…) 

Mass Map reconstruction 

Lensing in N-Body simulation 



Anticipation

Not much activity on the n-body simu 

Not much activity on the likelihood/cosmo use 

Not much activity on the probe combination 

but this is also due to an organization problem… 

What to do with the reconstructed maps


